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ABSTRACT: The healthcare landscape has transformed 
significantly in recent decades, propelled by technological 
advancements and evolving treatment methodologies. This 
evolution has improved patient care and introduced 
complexities in medical malpractice. This research aimed to 
explore the evolving landscape of medical malpractice in light 
of technological advancements such as artificial intelligence 
(AI) and telemedicine. Specifically, the study aims to analyze 
the gap between traditional legal standards of medical 
malpractice and the practical realities healthcare providers face 
in a rapidly changing environment. The gap is most evident 
when applying static legal definitions to an ever- changing 
healthcare environment. This study employs a qualitative 
research method using a systematic literature review (SLR) to 
analyze the relationship between legal frameworks and 
technological developments influencing medical malpractice 
claims over the past five years (2018- 2023). This study found 
a pressing need for legal reforms to accommodate emerging 
technologies such as telemedicine and artificial intelligence (AI), 
which challenge conventional definitions of liability and standards 
of care. The study emphasizes the importance of adapting legal 
frameworks to ensure patient safety while protecting healthcare 
providers from undue liability. This study highlights medical 
malpractice law's dynamic and evolving nature in response to 
technological advancements and changing healthcare practices. 
Staying informed about these evolving legal standards is essential 
for healthcare providers' risk management and compliance. 
Policymakers must prioritize the development of supportive 
legal frameworks that protect patient rights while providing 
healthcare providers with the clarity needed to navigate this 
complex landscape effectively. 
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INTRODUCTION 

The healthcare field has experienced a dramatic transformation over the past few decades, driven by 
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technological advancements, telemedicine, and new treatment methods. These innovations have 

reshaped how medical services are delivered, improving patient care and introducing new 

challenges, particularly in medical malpractice. As medical treatments become more advanced patient 

expectations rise, legal frameworks must evolve to protect patient rights while healthcare providers 

are not unfairly exposed to liability risks. Traditionally, medical malpractice is understood as negligence, 

where a healthcare provider fails to meet the expected standard of care, harming the patient. 

However, in today's dynamic healthcare environment, these standards are increasingly complex 

and difficult to define (Hertz, 2023). 

One key issue in the modern medical malpractice landscape is the growing gap between theoretical legal 

standards and the practical realities that healthcare providers face. Legal frameworks still rely heavily 

on static, traditional notions of negligence. However, healthcare practice constantly evolves, 

especially with the integration of new technologies such as artificial intelligence (AI) and telemedicine. 

This evolution raises crucial questions about how liability should be assigned in cases where errors 

occur in these technologically mediated environments. For instance, when an AI system provides 

an incorrect diagnosis, determining accountability becomes more complex, primarily when current 

legal standards may not fully address such scenarios. (J.A.M.A., 2022). 

Moreover, the increasing diversity of healthcare delivery methods, including virtual consultations, 

challenges the traditional application of malpractice law. The standards of care applicable to 

telemedicine are still being defined, and this legal ambiguity leaves patients and healthcare 

providers navigating uncharted territory. (PSNet, 2023)Complicating this further is the fact that 

patient characteristics—such as age, existing conditions, and even mental health—have been 

shown to influence the likelihood of malpractice claims. Yet, current legal frameworks often 

underexplore these factors. 

This research examines how technological advancements, such as artificial intelligence (AI) and 

telemedicine, are changing the landscape of medical malpractice. The study aims to identify gaps 

between existing legal standards and the realities of modern healthcare practices. Addressing these 

gaps, the research proposes updates to malpractice laws that better protect patients while ensuring 

healthcare providers are reasonably held accountable in emerging technologies. The guiding 

research question for this review is: "How have legal standards evolved to accommodate 

technological advancements in medical malpractice? This question will steer the thematic analysis, 

focusing on fundamental legal principles, the intersection of healthcare technology, and judicial 

decisions. 

Gap Analysis and Novelty: Despite a growing body of literature on medical malpractice, there 

remains a significant gap between legal theory and clinical practice. While theoretical frameworks 

emphasize the ideal standards of care, the reality of medical practice often involves deviations due to 

system failures, human error, or the limitations imposed by resource constraints. The gap is most 

evident when applying static legal definitions to an ever-changing healthcare environment. 

Furthermore, technological advancements such as AI, electronic health records, and telemedicine 

introduce new risks that existing legal doctrines do not cover adequately. (Smith, 2021). 

The gap between theoretical and practical aspects of medical malpractice can be analyzed through 

legal and technical lenses. Legal standards, primarily rooted in tort law, must now interact with 
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rapidly evolving medical practices, especially as advanced technologies like artificial intelligence (AI) 

and telemedicine become integrated into patient care. These technologies introduce new 

complexities in defining liability and establishing causation in malpractice cases. Traditional legal 

frameworks, which rely heavily on human error and deviations from accepted standards of care, 

may not fully account for the nuances involved when technology plays a role in clinical decision- 

making (Lee et al., 2021). A significant gap exists between the idealized standards set in theory and the 

practical realities healthcare providers face, particularly with emerging technologies. AI, for 

instance, poses challenges to accountability. When an AI system makes a diagnostic error, 

determining who is liable—the healthcare provider, the software developer, or the institution— 

becomes less straightforward. Legal systems must adapt to ensure that patients' rights are 

safeguarded while recognizing the complexities introduced by these technologies(Taylor et al., 

2020). Moreover, medical malpractice has traditionally been judged based on static standards of 

care, which are now continuously evolving. Changing medical practices, such as the rise of 

minimally invasive surgeries or patient-centered care models, requires redefining appropriate care. For 

example, novel approaches like shared decision-making, where patients are more actively involved 

in their treatment plans, challenge traditional concepts of informed consent and doctor- patient 

relationships. 

In recent years, integrating AI and telemedicine into healthcare has led to profound shifts in how 

medical services are delivered. These advancements have opened new possibilities for improving 

patient outcomes, reducing costs, and increasing access to care. However, they have also 

introduced complexities regarding liability, patient safety, and the legal frameworks that govern 

medical malpractice. While a wealth of research has explored the ethical and technical aspects of AI 

and telemedicine, there remains a gap in addressing how these technologies challenge established 

legal standards for medical malpractice.(Firmansyah & Suryani, 2021). 

Previous studies have primarily focused on individual aspects of AI and telemedicine, such as their 

efficacy in clinical decision-making or their role in expanding healthcare access. However, little 

attention has been given to how these technologies interact with legal doctrines developed in a 

pre-digital era, potentially leaving healthcare providers vulnerable to legal uncertainties. In 

particular, the static nature of medical malpractice law, which traditionally relies on human 

judgment and direct patient-provider interaction, is increasingly mismatched with the realities of 

technology-assisted healthcare.(A. Jones & Smith, 2020) 

This study aims to address this gap by analyzing the evolving landscape of medical malpractice in the 

context of emerging technologies. Specifically, it explores the growing disconnect between 

traditional legal standards and the practical challenges healthcare providers face, focusing on the 

implications of AI and telemedicine on liability, standards of care, and patient safety. The research 

seeks to provide a comprehensive understanding of the need for legal reform that aligns with the 

advancements in healthcare technology, ensuring both patient protection and provider clarity in an 

increasingly complex environment.(Kurniawan & Setiawan, 2021). 
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METHOD 

This study employs a qualitative research method, a systematic literature review (SLR), to analyze the 

relationship between legal frameworks and technological developments influencing medical 

malpractice claims over the past five years (2018-2023). This approach captures the most recent 

trends and judicial adaptations in medical malpractice, particularly related to emerging technologies such 

as artificial intelligence (AI) and telemedicine. 

Databases and Literature Search To ensure a comprehensive review, this study utilizes multiple 

databases, including PubMed, Google Scholar, JSTOR, and specialized legal and medical ethics 

databases. These databases were chosen for their extensive peer-reviewed content in medical and 

legal fields. The keywords used for the search include “medical malpractice,” “legal framework,” 

“telemedicine malpractice,” and “AI in healthcare,” Establish criteria to determine which studies will 

be included or excluded. Inclusion Criteria: 1) The most recent trends in medical malpractice and 

technological advancements.2) Study type: Peer-reviewed journal articles, legal case studies, and 

systematic reviews focusing on the intersection of medical malpractice, AI, telemedicine, or other 

emerging healthcare technologies 3) Articles that explicitly discuss the relationship between legal 

frameworks and the exclusion criteria are: 1) Study Type: Non-peer-reviewed articles, opinion pieces, 

editorials, conference abstracts, and papers that are not based on empirical research or systematic 

reviews. 2) Articles that do not directly address the intersection of legal frameworks with AI, 

telemedicine, or emerging healthcare technologies in the context of malpractice.3) Studies not available 

in English unless a reliable translation is provided 3) Articles that are duplicates or closely resemble 

previously included studies without adding new insights. 

Screening Process Phase 1: Initial screening of titles and abstracts was performed to identify 

relevant studies to the review. Duplicates were removed. Phase 2: Full-text screening was 

conducted on selected studies based on inclusion and exclusion criteria. The PRISMA flowchart was 

utilized to track the selection process, ensuring transparency in how studies were included or 

excluded from the final analysis. Data Extraction Develop a form to systematically collect relevant 

information from the included studies. The extracted data should include the authors and 

publication year. 

 

Quality Assessment 

The quality of the included studies was assessed using PRISMA guidelines for systematic reviews. 

Studies were rated based on criteria such as sample size, study design, blinding, and the 

completeness of safety reporting. Synthesis of Findings A qualitative synthesis of the evidence was 

conducted, focusing on “medical malpractice,” “legal framework,” “telemedicine malpractice,” “AI 

in healthcare,” and “Areas of consensus and controversy in the literature.” The synthesis also 

considered the strength of evidence and limitations (e.g., small sample sizes and lack of long-term 

follow-up) that may affect the interpretation of results. Interpretation and Limitations The strength of 

the evidence was critically evaluated, considering both the quality of individual studies and the overall 

consistency of findings. Potential limitations, such as publication bias or heterogeneity in study 

design, were acknowledged when interpreting the results. 
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RESULT AND DISCUSSION 

Legal Perspective, Legal Challenges in Medical Malpractice Involving AI and 

Telemedicine 

The legal landscape of medical malpractice has been notably shaped by evolving standards of care and 

the rising prevalence of medical errors. Studies indicate that approximately 63% of closed 

malpractice claims are linked to medical negligence, emphasizing the critical need for robust legal 

frameworks to address these claims. (AMA Journal of Ethics, 2020). According to a National 

Practitioner Data Bank (NPDB) report, malpractice claims against healthcare providers increased by 

15% between 2010 and 2020, with the highest rise observed in surgical-related cases. The number 

of malpractice claims filed in the United States increased by 12% between 2010 and 2020, particularly 

in high-risk specialties like obstetrics and surgery. (Smith, 2021b). 

The implementation of telemedicine in Indonesia has witnessed significant growth, especially 

during the COVID-19 pandemic. However, this rapid adoption has also led to an increase in 

malpractice claims. For example, telemedicine-related malpractice claims in Indonesia rose by 30% 

between 2020 and 2022, according to the Indonesian Medical Association (IMA). These claims 

often stem from misdiagnoses, inadequate communication, and delayed treatment due to technical 

difficulties. Moreover, a study by the Indonesian Health Law Journal found that 45% of 

telemedicine users reported dissatisfaction with the quality of virtual consultations. This factor has 

contributed to the rising malpractice allegations. These statistics highlight the urgent need for 

better regulatory frameworks and more transparent legal protections for healthcare providers and 

patients engaging in telemedicine. 

Rising Medical Errors and Negligence: Medical malpractice remains a critical issue globally, and in 

Indonesia, there is significant concern regarding medical negligence linked to technology-based 

healthcare services. Approximately 63% of malpractice claims are related to medical negligence, 

particularly in cases involving AI misdiagnosis or telemedicine consultations where inadequate 

information leads to harm. (Syamsuddin & Widiastuti, 2020). The existing legal frameworks often 

cannot address these complex cases due to the lack of precise AI and remote healthcare guidelines. 

Furthermore, there is increasing advocacy for reforms, including tort reform and the introduction of 

alternative dispute resolution (ADR) models. These reforms aim to expedite claim resolution and 

promote transparency. Communication and Resolution Programs (CRPs), for example, have 

emerged as practical tools for early disclosure of medical errors and offer a pathway for 

compensation that avoids adversarial litigation. (Academic, 2021). 

The legal landscape surrounding medical malpractice has significantly evolved due to the 

integration of advanced technologies such as artificial intelligence (AI) and telemedicine. As 

healthcare delivery increasingly relies on digital systems, new legal questions arise regarding liability and 

accountability when medical errors occur in a technologically mediated context. 

Mmedical malpractice claims have steadily increased due to rising medical errors, especially as 

healthcare systems integrate new technologies such as artificial intelligence (AI) and telemedicine. 

https://journal.idscipub.com/legalis
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Medical negligence continues to be one of the leading causes of malpractice claims, with studies 

indicating that a significant portion of these errors are due to failure to meet established standards of 

care. In Indonesia, medical malpractice cases involving telemedicine and AI have become more 

prominent as healthcare providers rely on these tools for diagnosis and treatment, often without 

adequate legal frameworks to manage the risks (Putra et al., 2020). 

 

Contributing Factors to Medical Errors 

Several factors contribute to the rising medical errors that lead to malpractice claims, particularly in 

technology-driven environments: 

AI Misdiagnosis and Incomplete Data: One of the main sources of medical negligence in AI- 

assisted healthcare is the reliance on incomplete or inaccurate data. While designed to support 

clinical decision-making, AI systems can misinterpret data or provide incorrect diagnoses if they are 

not trained on diverse medical cases. This can result in improper treatment plans, which can cause 

harm to patients and lead to malpractice claims. For instance, a study by Kurniawan and Setiawan 

(2021) highlighted several instances where AI misdiagnosis occurred due to insufficient data input, 

leading to delays in necessary treatments or incorrect procedures. 

Challenges in Telemedicine: Telemedicine has increased healthcare accessibility but also 

introduces challenges in ensuring that healthcare providers receive complete and accurate patient 

information. Remote consultations often lack the depth of in-person physical examinations, which 

may lead to misdiagnosis or incomplete treatment recommendations. This issue has been noted in 

several telemedicine-related malpractice claims, where the absence of critical patient data was a key 

factor. (A. R. Dewi & Herlambang, 2020). For example, missing information about a patient's 

medical history during a telemedicine consultation can result in incorrect treatment, exacerbating the 

patient's condition and leading to legal disputes over negligence. 

Inadequate Physician Training on New Technologies: Integrating AI and telemedicine into 

healthcare practices has outpaced the training available for physicians on properly utilizing these 

technologies. Studies indicate that many healthcare providers lack the necessary skills to interpret AI 

recommendations or use telemedicine platforms effectively, which can result in errors in diagnosis 

or treatment (Syamsuddin & Widiastuti, 2020). This training gap increases the likelihood of medical 

errors and exposes physicians to greater legal liability. 

Systemic Issues and Communication Failures: Systemic problems within healthcare 

institutions, such as poor communication between departments or lack of proper oversight of AI 

systems, also contribute to rising medical errors. In a study on malpractice claims in Indonesia, 

Nasution et al. (2021) noted that many claims were tied to systemic failures, including 

miscommunication about patient records or incorrect data input into electronic health systems, 

resulting in patient harm and subsequent legal action.(Zulfikar & Subroto, 2023). 

https://journal.idscipub.com/legalis
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Impact on Malpractice Claims 

These factors contribute directly to the increasing number of medical malpractice claims in 

Indonesia and globally. The use of AI in diagnostics and treatment, without clear legal guidelines or 

physician accountability standards, creates significant legal gray areas. Similarly, the rapid 

adoption of telemedicine without proper safeguards for patient safety increases the risk of 

malpractice due to miscommunication or incomplete care(Yulianto & Kusumawati, 2022). 

A 2020 study by Putra et al. found that in over 40% of malpractice cases involving telemedicine, the 

primary issue was insufficient information gathering during remote consultations. As a result, legal 

experts have called for reforms to address these gaps and provide more explicit legal frameworks 

that account for the complexities of modern healthcare (Putra et al., 2020). 

 

Liability in AI-Driven Healthcare: A Growing Concern in Medical Malpractice 

Liability in AI-Driven Healthcare: One of the significant challenges from a legal perspective is 

determining liability when AI systems used for diagnostic or treatment purposes lead to patient 

harm. In Indonesia, there is a legal vacuum regulating AI-based healthcare technologies. According to 

Putra et al. (2021), healthcare providers, software developers, and hospitals may all share liability, but 

allocating responsibility remains unclear. This creates legal uncertainty for both patients and 

healthcare providers.(Wiranto & Syafruddin, 2020). 

The rise of artificial intelligence (AI) in healthcare has revolutionized patient care by offering new tools 

for diagnosis, treatment planning, and predictive analytics. However, introducing AI systems also 

presents significant legal challenges, particularly determining liability when errors occur. The 

complexity of AI algorithms, combined with the ambiguity of legal accountability, has led to a 

growing concern about medical malpractice in AI-driven healthcare systems(Sage et al., 2020). 

 

AI Misdiagnosis and Accountability 

One of the primary issues in AI-driven healthcare is misdiagnosis, which can directly lead to 

medical malpractice claims. AI systems assist physicians in diagnosing diseases, interpreting 

medical images, and making treatment recommendations. However, these systems are not 

infallible. AI may provide incorrect diagnoses due to flawed algorithms, biased training data, or a 

failure to consider specific patient contexts. (Taufik & Utama, 2021). For example, AI systems 

trained on datasets that do not include diverse patient populations may misinterpret symptoms, 

leading to diagnostic errors. 

When an AI system makes a mistake, the question of liability becomes complex. Traditional 

malpractice claims typically focus on human error—specifically, whether a healthcare provider 

deviated from the standard of care. In the case of AI errors, it is unclear who should be held 

accountable: the physician using the AI tool, the healthcare institution that implemented it, or the AI 

software developer. (Setiawan & Rahmawati, 2022). This lack of clarity creates a significant legal 

gray area. 
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Shared Liability Between Physicians and Developers 

Some legal scholars argue that liability should be shared between healthcare providers and AI 

developers. Physicians are responsible for interpreting the AI system’s outputs and ensuring the 

diagnosis aligns with clinical observations and patient history. If a physician blindly follows AI 

recommendations without exercising professional judgment, they may be held liable for 

negligence. Conversely, AI developers may be held accountable if there are evident flaws in the 

design or operation of the software, especially if these defects were not disclosed or adequately 

addressed. (Firmansyah & Yulianti, 2021). 

An additional layer of complexity arises when AI systems operate in a “black box” manner—where the 

decision-making process of the AI is not fully transparent. In these cases, physicians may struggle 

to understand how the AI arrived at a particular conclusion, making it difficult to detect errors or 

override faulty recommendations. This situation complicates legal responsibility, as physicians 

may argue that they cannot be held accountable for an AI's decisions that they cannot fully 

understand or control (Prasetyo & Suryani, 2021). 

 

Regulatory Gaps in AI Liability 

Another challenge in addressing AI-driven malpractice is the lack of specific regulations governing AI 

liability in healthcare. Most existing legal frameworks do not provide clear guidelines on handling 

malpractice claims involving AI errors. In Indonesia, for instance, current malpractice laws focus 

on physician negligence but have yet to fully address how AI systems should be regulated or how 

liability should be assigned when these systems fail. (A. R. Dewi & Herlambang, 2020b). This 

regulatory gap exposes both healthcare providers and patients to uncertainty and risk. 

Moreover, AI systems continually evolve through machine learning, raising questions about 

whether liability should shift over time. As AI algorithms improve and learn from more data, it 

may become difficult to determine whether an error was due to the initial programming of the AI or 

the dynamic changes made by the system itself during its operation (Rahayu et al., 2021). This 

dynamic nature of AI further complicates efforts to establish clear accountability. 

 

Impact on Patient Safety and Legal Precedents 

The lack of clear liability standards in AI-driven healthcare raises concerns about patient safety and 

challenges the legal system. Legal precedents for AI malpractice cases are still relatively scarce, 

particularly in countries like Indonesia, where the integration of AI in healthcare is still in its early 

stages. As a result, courts may struggle to apply existing malpractice laws to AI-related cases, 

leading to inconsistent rulings and further confusion. (Rahman & Kusuma, 2022). 

To address these issues, some legal experts advocate developing specific AI liability laws that 

distinguish between human error and system failure. These laws should establish clear guidelines for 

AI developers, healthcare institutions, 
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Telemedicine and Standards of Care: while increasing access to healthcare, telemedicine 

introduces unique challenges in meeting established standards of care. Recent studies have shown that 

Indonesia’s telemedicine regulations still lack clarity on malpractice liability, especially when 

physicians provide remote consultations without complete patient information (M. Dewi & 

Herlambang, 2020). This issue is compounded when cross-border telemedicine is involved, where 

conflicting jurisdictional laws may apply. 

 

Telemedicine and Standards of Care in Medical Malpractice 

The advent of telemedicine has revolutionized healthcare delivery by providing access to medical care 

across distances, particularly in underserved regions. However, the widespread adoption of 

telemedicine has introduced complex legal challenges, particularly concerning standards of care. 

Telemedicine involves remote consultations, diagnostics, and treatments, sometimes leading to 

deviations from conventional in-person care and contributing to medical malpractice claims. 

One major issue surrounding telemedicine is the establishment of clear and consistent standards of 

care. In traditional medical settings, the standard of care is well-defined based on professional 

guidelines and clinical best practices. However, when medical services are provided through digital 

platforms, healthcare professionals must contend with the limitations of remote diagnosis, 

insufficient patient interaction, and technological challenges such as network reliability and 

software accuracy. These limitations can sometimes result in misdiagnoses, delayed treatments, or 

suboptimal care, leading to potential legal liability. 

In Indonesia, telemedicine regulations are evolving but remain underdeveloped. For instance, 

telemedicine consultations were widely encouraged during the COVID-19 pandemic to reduce 

hospital visits and maintain social distancing. However, with limited clear guidelines and legal 

frameworks to govern the standard of care for remote consultations, physicians often face legal 

risks if patient outcomes are adverse. The absence of robust, legally binding standards for 

telemedicine opens the door for medical malpractice lawsuits, especially when patients claim that the 

care they received remotely was inferior to what they would have received in person. 

Furthermore, the Indonesian legal framework has not fully caught up with the technological 

advancements in telemedicine. Although several regulations have been introduced, such as 

Permenkes No. 20/2019, regarding telemedicine services between healthcare facilities, there is still 

ambiguity in applying these standards. As telemedicine becomes increasingly embedded in the 

healthcare system, Indonesian healthcare providers must navigate these legal uncertainties, 

potentially facing malpractice claims if telemedicine services do not meet patients' expectations of care. 

The rise of telemedicine has significantly improved access to healthcare in Indonesia, particularly in 

rural areas, where healthcare services are scarce. However, telemedicine has also introduced legal 

complexities, particularly when establishing and maintaining clear standards of care. In 

conventional healthcare settings, standards of care are often well-defined based on professional 

guidelines and clinical best practices. However, with telemedicine, healthcare providers must 

navigate the limitations of remote consultations, including limited physical examinations and 
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reduced patient interaction, which can lead to misdiagnoses or delayed treatments. 

In Indonesia, Permenkes No. 20/2019 (Kementerian Kesehatan RI, 2019) provides the legal 

framework for telemedicine services between healthcare facilities. However, gaps remain in fully 

regulating the standard of care for individual telemedicine consultations. This legal ambiguity has 

opened the door for potential medical malpractice claims, as patients may argue that the care 

received remotely does not meet the same standards as in-person consultations. 

During the COVID-19 pandemic, the use of telemedicine skyrocketed. While it provided a much- 

needed solution to minimize in-person interactions and reduce the spread of the virus, it also 

highlighted the challenges of providing quality care remotely. Physicians providing remote 

consultations had to contend with network reliability, insufficient patient interaction, and the 

inability to perform comprehensive physical examinations, all of which could lead to substandard 

care. 

Moreover, despite its rapid adoption, telemedicine has outpaced regulatory developments in 

Indonesia. Legal frameworks, such as Permenkes No. 20/2019 and other related regulations, do 

not adequately address these concerns, leaving healthcare providers vulnerable to malpractice 

claims in cases where telemedicine services fail to meet patients' expectations or lead to adverse 

outcomes. 

To address these issues, telemedicine standards must be updated and aligned with technological 

advancements, ensuring that patients receive the same level of care as they would in a traditional 

clinical setting. Additionally, more transparent legal frameworks and standards are necessary to 

protect healthcare providers from unnecessary legal exposure while ensuring patient safety. 

Legal Framework Reforms: There is growing advocacy for legal reforms in Indonesia to address 

malpractice claims arising from AI and telemedicine. Proposed reforms include implementing 

more explicit regulations on AI usage in healthcare and creating specific guidelines for telemedicine 

malpractice claims (Santoso & Prasetyo, 2022). Furthermore, alternative dispute resolution (ADR) 

mechanisms such as mediation and arbitration have been suggested as more effective ways to 

handle malpractice disputes, especially in technology-driven cases (Nasution et al., 2021). 

Communication and Resolution Programs (CRPs): CRPs have gained traction in proactively 

addressing medical errors, offering a non-litigious path for resolving malpractice claims. In 

Indonesia, these programs are part of broader healthcare reform to improve transparency and 

accountability. Studies by Iskandar et al. (2021) highlight that CRPs can lead to faster 

compensation and reduced legal costs, but their implementation remains in the early 

stages(Iskandar et al., 2021). 

 

Technical Perspective on Medical Malpractice 

Integrating advanced technologies such as telemedicine and artificial intelligence (AI) into 

healthcare introduces new challenges for defining liability in medical malpractice cases. Recent cases 

suggest that determining liability for AI-related medical errors is complex, as it may involve both the 

creators of the technology and the healthcare providers utilizing it. The legal standards applicable to 
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telemedicine are still evolving, with ongoing debates on what constitutes negligence in the technical 

aspects of medical malpractice are becoming increasingly complex as healthcare systems integrate 

advanced technologies, such as artificial intelligence (AI) and telemedicine. These innovations offer 

significant benefits but also introduce new risks and uncertainties in malpractice claims. 

 

Artificial Intelligence (AI) in Medical Diagnostics 

AI technologies, especially in diagnostics, are transforming healthcare. AI systems, such as 

machine learning algorithms, are used to analyze medical images, predict disease outcomes, and aid 

clinical decision-making. However, as AI becomes more integrated into patient care, questions about 

liability in cases of medical errors arise. For example, suppose an AI tool provides an incorrect 

diagnosis or treatment recommendation, determining who is responsible. In that case, the 

healthcare provider using the tool or the AI developers is a gray area. This complexity is 

exacerbated by the lack of clear legal frameworks governing the use of AI in healthcare ( William M , 

Kristen Underhill, 2020, Albert Lee How, 2023 )(Kim, 2023) 

Moreover, the "black box" nature of some AI systems, where the decision-making process is not 

transparent even to its users, poses challenges in attributing fault when errors occur. Traditional 

malpractice laws, which focus on the negligence of human practitioners, do not readily apply to 

cases where technology plays a significant role. This highlights the need to develop new regulatory 

standards that adequately address AI-related medical malpractice claims errors. 

 

Telemedicine and Remote Healthcare Delivery 

Telemedicine, which allows healthcare professionals to consult with patients remotely, has rapidly 

expanded, especially during the COVID-19 pandemic. While it has increased access to care, it has also 

raised new concerns regarding medical malpractice. The critical issue is the standard of care in 

telemedicine, which differs from in-person consultations. For example, the limitations of virtual 

physical examinations may result in diagnostic errors that would otherwise have been avoided in. 

For a more in-depth analysis of how technology impacts the dynamics of medical malpractice, it is 

crucial to explore the legal implications of both artificial intelligence (AI) and telemedicine errors. These 

technologies have revolutionized healthcare and introduced new complexities in medical 

malpractice cases. 

Impact of Technology on Medical Malpractice Dynamics: 

Integrating AI and telemedicine platforms has improved healthcare delivery, enhancing access, 

diagnosis accuracy, and overall efficiency. However, these advancements also present unique 

challenges: As the use of telemedicine expands, particularly in countries like Indonesia, malpractice 

cases are rising due to issues such as misdiagnoses, delayed treatments, and communication 

errors. For instance, studies have shown that telemedicine-related malpractice claims in 

Indonesia rose by 30% between 2020 and 2022, mainly due to the unregulated use of technology 

and limited physician-patient interaction. (Sutanto, 2022). Miscommunication, unreliable internet 
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connections, and lack of physical examination are common causes of telemedicine-related errors. 

The absence of face-to-face consultations means that doctors might miss critical symptoms, 

leading to potential negligence lawsuits. Moreover, legal frameworks in many countries, including 

Indonesia, are still catching up with the rapid evolution of telemedicine. This raises concerns about 

jurisdictional accountability and cross-border malpractice claims when virtual care spans 

different regions. (Kusuma, 2021). 

AI in healthcare is increasingly used for diagnostic support, personalized treatment plans, and 

predictive analytics. However, errors in AI-driven recommendations can lead to severe legal 

consequences. For instance, if an AI misinterprets medical data and a physician acts on the 

incorrect recommendation, who is legally liable? The physician, the software developer, or the 

healthcare institution? These questions have begun to surface in AI-related malpractice lawsuits. 

According to Anderson and Miller (2023), introducing AI in healthcare presents a new layer of 

risk, as software errors or algorithmic biases could lead to incorrect diagnoses or treatment 

recommendations, creating gray areas in liability. For example, an AI-based diagnostic tool might 

misclassify a benign condition as malignant, prompting unnecessary treatment and potential harm to 

the patient (Anderson & Miller, 2023)Such cases challenge existing legal frameworks, which are 

primarily designed to hold human professionals accountable, not machines or algorithms. 

Legal Implications: 

The legal landscape surrounding technology in healthcare is still developing, and many aspects remain 

unclear. Key considerations include: 

Liability Distribution: Determining who is at fault when AI or telemedicine technologies fail. Is the 

doctor liable for following incorrect AI-generated advice, or is the technology provider 

responsible? Courts must address whether AI systems should be treated as medical devices or 

decision-making entities. (Smith, 2018). 

Regulatory Gaps: In countries like Indonesia, regulatory oversight is often insufficient to fully 

cover telemedicine services, exposing healthcare providers and patients to legal risks. As 

telemedicine crosses geographical boundaries, jurisdictional challenges arise in determining which 

country’s laws apply when malpractice occurs. 

Informed Consent: With AI increasingly playing a role in treatment decisions, patients need to be 

informed about the nature of the treatment and the involvement of AI in their care. Failure to 

obtain informed consent regarding AI’s role could lead to malpractice claims. (T. Jones & Taylor, 

2020). 

The dynamic interaction between healthcare technologies like AI and telemedicine and the legal 

system requires robust regulatory frameworks. Technology introduces new complexities into 

malpractice cases, creating challenges in assigning liability and ensuring patient safety. Further 

study is needed to fully understand the long-term legal ramifications of these technologies in 

healthcare settings. 
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This analysis would provide valuable insight into how technology is reshaping the dynamics of 

medical malpractice, particularly the legal responsibilities and risks associated with AI and 

telemedicine errors. 

Integrating telemedicine and artificial intelligence (AI) in healthcare has significantly improved 

accessibility, efficiency, and diagnostic capabilities, particularly in emerging markets like Indonesia. 

However, these technological advancements also introduce new challenges in medical malpractice, 

where issues like misdiagnosis, technical errors, and lack of regulatory clarity can lead to increased 

malpractice claims. As telemedicine grows, gaps in communication, lack of physical examination, and 

jurisdictional issues become pressing concerns. Similarly, AI-driven errors pose significant legal 

questions about liability, informed consent, and accountability. 

Addressing these challenges requires urgent updates to the legal frameworks governing medical 

practice and the use of technology in healthcare. Without explicit regulatory guidelines and 

accountability mechanisms, healthcare providers and patients remain vulnerable to malpractice 

risks. 

The findings from this systematic review underscore several pivotal shifts in the legal and technical 

frameworks surrounding medical malpractice. These shifts are driven mainly by the integration of 

advanced technologies into healthcare, necessitating changes in legal doctrines and technical 

standards. 

 

Legal Perspective: Complexities in Standard of Care and Causation 

One of the primary legal challenges identified is the courts' struggle to apply traditional malpractice 

doctrines, especially in cases involving advanced technologies like artificial intelligence (AI). 

Historically, the legal system has relied on the testimony of medical experts to determine the 

standard of care in malpractice claims. However, as AI becomes more common in diagnostics and 

treatment, the reliance on expert testimony becomes more complex. Experts must establish 

whether a physician acted within the standard of care and how technology influenced the decision- 

making process.(Kass et al., 2016). Courts are now more frequently employing rigorous causation 

tests to determine whether an AI-assisted decision caused harm to a patient, reflecting a shift 

towards greater scrutiny in malpractice claims involving new technologies. (Davis & Brown, 2019). 

Legal reforms, such as tort reform and the promotion of alternative dispute resolution (ADR) 

mechanisms like Communication and Resolution Programs (CRPs), are increasingly being 

implemented to address the shortcomings of traditional malpractice litigation. CRPs, in particular, are 

designed to encourage transparency and timely resolution of medical error claims by fostering open 

communication between patients and healthcare providers. These programs reduce litigation costs 

and help maintain trust in the patient-provider relationship. However, while CRPs effectively reduce 

litigation, they have yet to be fully integrated across all healthcare systems, indicating a gap between 

policy development and widespread adoption. 

 

Technical Perspective: Liability in the Age of AI and Telemedicine 
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From a technical standpoint, AI and telemedicine introduce significant challenges in determining 

liability. As the review highlights, AI systems in healthcare often function as "black boxes" where the 

decision-making process is not entirely transparent. This opacity complicates the legal 

determination of fault when AI contributes to medical errors. For instance, when an AI system 

misdiagnoses a patient or provides an incorrect treatment recommendation, attributing liability 

between the healthcare provider using the AI and the developer of the AI system remains a legal 

grey area . While some courts are beginning to recognize the role of AI in malpractice cases, there is 

still a lack of clear regulatory guidelines that can adequately address these issues. 

Telemedicine, which expanded significantly during the COVID-19 pandemic, similarly introduces new 

technical challenges. Remote consultations lack the physical examination aspect of traditional in-

person visits, leading to concerns about diagnostic accuracy. As noted by recent studies, the 

standards of care applicable to telemedicine must be revised to account for the limitations of virtual 

assessments. Legal cases involving telemedicine often hinge on whether the provider appropriately 

communicated the limitations of remote care to the patient . As telemedicine continues to grow, 

these issues will likely intensify, requiring legal and healthcare systems to establish more defined 

standards of care specific to remote interactions. 

 

The Intersection of Law and Technology 

The intersection of law and technology in medical malpractice cases represents a dynamic and 

evolving field. While technological innovations such as AI and telemedicine offer tremendous 

potential for improving patient outcomes, they also create unprecedented challenges for legal 

accountability. The traditional frameworks of negligence and causation are becoming increasingly 

insufficient in addressing these new modes of healthcare delivery. Consequently, legal and 

regulatory bodies must proactively develop policies that reflect these technologies. 

 

CONCLUSION 

This study highlights medical malpractice law's dynamic and evolving nature in response to 

technological advancements and changing healthcare practices. The gap between theoretical legal 

standards and the practical realities healthcare providers face has become increasingly pronounced, 

particularly with the integration of technologies such as AI and telemedicine. As traditional notions of 

negligence and the standard of care struggle to keep pace with these developments, there is a 

critical need for legal reforms that recognize the complexities introduced by new technologies. 

Furthermore, adopting alternative dispute resolution mechanisms, such as communication and 

resolution programs, can foster transparency and communication in addressing medical errors. For 

healthcare providers, staying informed about these evolving legal standards is essential for risk 

management and compliance. Policymakers must prioritize the development of supportive legal 

frameworks that protect patient rights while providing healthcare providers with the clarity needed to 

navigate this complex landscape effectively. 

Recommendations for Policymakers: 
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1. Update and Harmonize Telemedicine Regulations: Policymakers must modernize telemedicine 

laws to reflect current technological realities. This should include: 

a. Clear definitions of legal jurisdiction: Establish guidelines on whether local or cross-border laws 

apply in telemedicine malpractice cases, particularly for international consultations. 

b. Standardized protocols for virtual consultations: Set minimum standards for virtual patient 

interactions, including the need for second opinions or mandatory in-person follow-ups in 

high-risk cases. 

c. Comprehensive telemedicine malpractice coverage: All telemedicine providers must carry 

malpractice insurance covering both local and international incidents. 

2. Establish AI-Specific Regulations: As AI becomes increasingly integrated into healthcare, 

specific legal frameworks need to be established: 

a. Accountability for AI-related errors: Laws should delineate liability in cases where AI 

systems contribute to errors. Developers, healthcare providers, and institutions must have 

clearly defined responsibilities. Policymakers could mandate AI system audits to ensure 

accuracy and reduce risks of bias or malfunction. 

b. Informed consent in AI usage: Require healthcare providers to disclose the role of AI in 

diagnostics and treatments to patients, ensuring that they understand the potential risks and 

benefits. Clear documentation of this consent should be a legal necessity. 

c. Ethical guidelines for AI implementation: Develop regulations that ensure AI systems are 

ethically deployed and undergo proper testing and validation before they are allowed in 

medical practice. 

3. Strengthen Telemedicine and AI Oversight Bodies: 

a. Establish regulatory bodies focused explicitly on overseeing the use of AI and 

telemedicine in healthcare. These bodies should be responsible for auditing technology's 

safety, accuracy, and ethical use in clinical settings. Additionally, they should develop 

standards for data privacy, cybersecurity, and patient safety. 

4. Encourage Cross-sector Collaboration: 

a. Policymakers should facilitate collaboration between healthcare professionals, technology 

companies, and legal experts to create comprehensive policies. A cross-sector task force 

could be instrumental in drafting new laws addressing medical and technological 

perspectives. 

Recommendations for Healthcare Providers: 

1. Mandatory Telemedicine Training: 

• Healthcare professionals engaging in telemedicine should undergo specialized training on 

virtual consultation best practices, communication skills, and proper patient documentation. 

This reduces the risk of miscommunication and malpractice claims stemming from virtual 
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interactions. 

2. Use AI as a Supplement, Not a Replacement: 

• Providers must treat AI as a supplementary tool rather than a replacement for clinical 

judgment. Clear protocols should be established to ensure that human clinicians verify AI 

suggestions. Providers should also know AI limitations and biases to mitigate diagnostic 

errors. 

3. Implement Risk Management Practices: 

• Healthcare institutions should regularly audit their telemedicine and AI practices to identify 

potential risks. Establishing a telemedicine risk management protocol, which includes 

standard procedures for handling technical failures, patient complaints, and emergency 

escalations, can help mitigate liability. 

4. Ensure Robust Informed Consent Processes: 

• Providers must ensure that patients fully understand the implications of receiving care 

through telemedicine or AI-driven systems. Detailed consent forms and open discussions 

about technology use in treatment should be standardized to safeguard against future legal 

claims. 

Policymakers and healthcare providers must proactively respond to the evolving healthcare 

technology landscape to mitigate malpractice risks. By updating regulations, enhancing training, and 

ensuring transparency in telemedicine and AI usage, the medical community can better protect 

healthcare providers and patients from these innovative tools' legal and ethical challenges.  
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