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INTRODUCTION

Dropout among first-year university students has become a growing concern in higher education.
Studies indicate that in some contexts, dropout rates can reach 30%, creating challenges for
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institutional planning, student support, and social equity (Ameri et al., 20106; Sage et al., 2018). This
underscores the urgency of developing interventions to improve retention.

Within this landscape, the development and refinement of Early Warning Systems (EWS) have
gained considerable traction. These systems, underpinned by advances in data analytics and
educational technologies, aim to predict student academic performance and flag those at risk of
failure or withdrawal at eatly stages of the academic journey. Predictive Learning Analytics (PLA),
a subset of EWS, are being increasingly adopted by universities worldwide, offering timely
identification of students who may require additional support (Linden, 2021). These tools allow
educators and administrators to monitor engagement patterns, academic activity, and behavioral
data to implement tailored interventions that can positively influence academic outcomes
(Herodotou et al., 2020).

Despite widespread interest and investment in EWS, questions remain about their real world
effectiveness, particularly at scale. A key limitation lies in the optimization of predictive systems to
adapt to heterogeneous educational contexts, diverse student behaviors, and varying levels of
institutional readiness (Herodotou et al., 2020). Moreover, while LMS generated data (e.g., login
frequency, quiz attempts, forum participation) serve as valuable indicators of academic behavior,
the practical implementation of such systems requires robust infrastructure, technical expertise,
and faculty training to interpret and act upon the insights generated (Herodotou et al., 2019;
Linden, 2021). The potential of EWS, therefore, is not simply in the availability of data, but in how
that data is leveraged within institutional frameworks.

One of the foundational pillars of predictive modeling in education involves the use of pre
admission characteristics. These static features such as prior academic performance, standardized
test scores, and demographic information offer an initial portrait of student preparedness.
Empirical studies have consistently shown that these factors correlate with subsequent academic
success, particularly in STEM fields (Draganov et al., 2023). Incorporating such data into early
prediction models provides an essential baseline for evaluating students’ likelihood of persistence,
serving as a starting point for more dynamic modeling as students engage with coursework (Davis
et al.,, 2019).

In addition to cognitive predictors, emerging research emphasizes the role of non cognitive
variables, including emotional resilience, motivation, and social integration, in forecasting student
success. These attributes, though traditionally underrepresented in large scale educational datasets,
are increasingly recognized as critical determinants of academic persistence (LLozada et al., 2023).
The integration of these factors reflects a more holistic approach to student profiling,
acknowledging that academic outcomes are shaped by a confluence of personal, social, and
institutional forces.

Complementing the static snapshot offered by pre admission data, LMS logs represent a dynamic
and time sensitive source of insight into student behavior. Activities such as content access,
participation in online discussions, submission patterns, and assessment completion offer a rich
digital footprint that can be analyzed to infer engagement and predict academic risk (Linden, 2021).
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Predictive models that incorporate these behavioral markers can detect eatly signs of
disengagement or struggle, enabling institutions to intervene before these patterns crystallize into

academic failure.

However, leveraging LMS data for predictive analytics is not without its challenges. The
interpretability of vast and often noisy data streams requires sophisticated analytics tools and the
institutional capacity to process and act upon findings. Additionally, the ethical considerations of
monitoring student activity at scale necessitate transparent policies and adherence to data privacy
standards (Herodotou et al., 2019, 2020). Without a concerted effort to address these issues, the
promise of predictive analytics risks being undermined by concerns over surveillance, bias, and
misuse of data.

The growing application of EWS has illuminated several persistent gaps in predictive modeling,
particularly in higher education settings. A major concern involves the generalizability of existing
models, many of which are built on datasets that do not adequately represent diverse student
populations (Lane, 2016; Pearson et al., 2022). This lack of representation can lead to skewed
outcomes and limit the applicability of findings across different demographic and institutional
contexts. Another shortcoming is the temporal limitation of many models, which often rely on
static snapshots rather than capturing longitudinal trends in student behavior (Draganov et al.,
2023). To improve prediction accuracy, there is a need for models that evolve with the learner,
incorporating real time data and adapting to changes in student engagement patterns.

Furthermore, predictive systems must broaden their scope beyond purely academic indicators.
Over reliance on metrics such as GPA or test scores may obscure the more nuanced socio
emotional and contextual dimensions of student experiences (Alt, 2019). As institutions
increasingly seek to implement data driven approaches to support student success, it becomes
imperative to develop models that integrate both quantitative and qualitative inputs. Doing so not
only enhances predictive validity but also aligns with the broader mission of educational equity and
inclusivity.

In light of the aforementioned developments and limitations, this study aims to explore the
predictive potential of minimal yet meaningful student data in identifying academic risk at the
earliest possible stage. Specifically, the research investigates whether a combination of pre
admission data and LMS activity from the first four weeks of the semester can be used to construct
accurate machine learning models for eatly warning purposes. By focusing on readily available and
non invasive data, the study seeks to strike a balance between predictive power and operational
feasibility, offering a practical contribution to the field of educational data science.

The novelty of this approach lies in its emphasis on early prediction using a constrained feature
set, bypassing the need for mid or late semester assessments that are typically required for high
accuracy models. Moreover, the study aligns with emerging best practices in ethical learning
analytics, advocating for transparency, inclusiveness, and actionable insights. The scope of the
investigation encompasses both technical performance and interpretability, ensuring that the
models developed can be realistically implemented within existing educational infrastructures.
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Ultimately, the study contributes to a growing body of research aimed at enhancing student
retention through proactive and data informed strategies. By validating the effectiveness of eatly,
minimal feature prediction models, it provides a foundation for institutions to develop scalable
early warning systems that support timely interventions and improve academic outcomes across
diverse learning environments.

METHOD

This study adopts a quantitative, data driven methodology grounded in supervised machine
learning to predict academic risk among university students. The central objective is to examine
the predictive performance of various machine learning models using only pre admission and
early semester LMS data. The research employs a retrospective analysis of historical learning
records, allowing the construction and evaluation of classification models based on labeled data
indicating student dropout or persistence.

The primary dataset used in this study is the Open University Learning Analytics Dataset
(OULAD), which includes comprehensive information on 32,593 students across 22 module
presentations. This dataset provides variables such as demographic attributes (e.g., age band,
gender, previous education, and socioeconomic indicators), module registration records,
continuous assessment scores, and LMS derived activity summaries. For this study, only data
accessible before and during the first four weeks of each module presentation were utilized to
simulate early warning constraints.

Feature engineering focused on predictors of early academic risk. Pre-admission features
included entry qualification level, age group, and gender. LMS features covered login frequency,
quiz submissions, and assignment delays. Together, these features provided an initial profile of
student preparedness while also tracking engagement during the first month.

The outcome variable is a binary indicator of academic risk, operationalized as course non
completion, defined by final status codes in the dataset (i.e., ‘Fail’; “Withdraw’ = at risk; ‘Pass’,
‘Distinction’ = not at risk). This dichotomous structure aligns with the classification task central
to the study.

Class imbalance, a common challenge in educational datasets where non risk students typically
outnumber those at risk, was addressed using resampling techniques. Specifically, the Synthetic
Minority Over sampling Technique (SMOTE) was implemented to generate synthetic samples
for the minority class (Wang et al., 2019). SMOTE enhances model generalization by mitigating
overfitting risks associated with simple duplication. In parallel, ensemble methods such as
XGBoost and CatBoost were selected for their native robustness to imbalanced data and
capacity to integrate complex feature interactions (Shein, 2022).

2.5 Validation Strategy
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Given the temporal structure of LMS data, a time based validation approach was employed. The
dataset was partitioned chronologically to ensure that model training always precedes testing,
thus preserving the sequential integrity of student engagement data (Shein, 2022). This method
enhances reliability by simulating real world deployment scenarios where models must predict
future student outcomes based on past behaviors. Additionally, a rolling window strategy was
explored, wherein the model is trained on an expanding window of earlier data and validated on
the most recent week. This approach accommodates evolving behavioral patterns across
semesters and mitigates the risk of temporal drift in learning behaviors (Zeng et al., 2023).

Three supervised machine learning models were implemented: Logistic Regression (baseline),
XGBoost, and CatBoost. Logistic Regression offers interpretability and serves as a benchmark
for model comparison. XGBoost and CatBoost, as gradient boosting algorithms, were chosen
for their high performance on tabular datasets and strong empirical results in prior educational
studies.

Features extracted from LMS logs play a pivotal role in the study’s predictive models. The most
impactful include quiz submission rates, average delay in assignment submission, and frequency
of login interactions within the first four weeks. These features reflect student engagement and

temporal learning patterns factors shown to be critical in predicting academic outcomes (Wang

et al., 2019). Additionally, features related to peer collaboration, though limited in OULAD, are
recognized in the broader literature as influential in shaping student persistence (Salibo, 2025).

Model performance was evaluated using three metrics: ROC AUC (measuring discrimination
between classes), F1 Score (balancing precision and recall), and Recall (emphasizing true positive
detection of at risk students). These metrics were selected for their relevance to early
intervention contexts where false negatives may result in missed support opportunities.

RESULT AND DISCUSSION

This study evaluated three machine learning algorithms Logistic Regression, XGBoost, and
CatBoost using a feature set composed of pre admission and early LMS data (Weeks 1—4). The
results reveal distinct performance differences among the models.

Table 1. Model Performance Metrics

Model Feature Set ROC AUC F1Score Recall
Logistic Regression Pre admission only 0.690 0.695 0.680
XGBoost Pre admission + Weeks 14 0.743 0.763 0.760
CatBoost Pre admission + Weeks 14 0.750 0.770 0.770

CatBoost consistently outperformed the other models, with recall being especially important for
early warning systems that aim to detect students at risk. For practitioners, this means CatBoost is
more reliable in minimizing missed cases compared to logistic regression. This supports prior
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research showing gradient boosting methods better manage imbalanced data and complex features
(Gnoh et al., 2024).

Evaluation Metrics and Thresholds

The use of multiple evaluation metrics 1 Score, ROC AUC, and Recall enabled comprehensive
assessment of model efficacy. As highlighted in prior research, reliance on accuracy alone would
be misleading in imbalanced academic datasets (Ara & Tanuja, 2024). Precision recall trade offs
were particularly important given the cost of false negatives. The threshold for classification was
optimized between 0.30 and 0.40, in alignment with findings that this range maximizes operational
sensitivity in dropout prediction tasks (Rupadevi, 2025).

Feature Importance Analysis
CatBoost's feature importance scores revealed the top five predictors:

Table 2. Top 5 Predictive Features (CatBoost)

Rank Feature Importance Score
1 Quiz submission ratio 0.215
2 Entry qualification level 0.188
3 Login frequency (Week 3)  0.175
4 Assessment delay (average) 0.139

5 Age group 0.125

The prominence of quiz submission ratio supports literature suggesting strong correlations

between consistent formative assessment participation and academic outcomes (Mwalumbwe &
Mtebe, 2017). Similarly, login frequency emerged as a reliable behavioral metric, echoing findings
that regular system engagement strongly predicts student success (Almodiel, 2021).

3.4 Week by Week Performance Progression

Figure 1 illustrates a steady increase in model performance across Weeks 1 to 4, reinforcing the
notion that incremental LMS activity enhances predictive power.

Figure 1. ROC AUC Progression Over Weeks 1-4
Week 1: 0.690 — Week 4: 0.750 (linear upward trend)

0.80+ ROC AUC Progression Over Weeks 1-4

Weeks
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Cross Institutional Feature Consistency

Demographic predictors such as age and entry qualifications showed consistent yet variable
performance across institutional contexts. While they contribute baseline value, their predictive
strength was context dependent, consistent with literature cautioning against over reliance on
demographic data alone (Gnoh et al., 2024). Conversely, LMS derived features such as quizzes and
login patterns were robust across most programs, though feature impact varied by discipline
(Mozahem, 2020).

Implications of Early Prediction Performance

The findings from this study affirm the potential of using limited, eatly access student data
specifically pre admission attributes and LMS interactions during the first four weeks to develop
effective machine learning models for academic risk prediction. The best performing model,
CatBoost, achieved a respectable F1 score of 0.770, outperforming traditional logistic regression
and offering reliable identification of at risk students early in the semester. This finding supports
the view that early indicators, if leveraged effectively, can provide valuable foresight into academic

trajectories.

However, interpreting these results within the broader context of educational analytics reveals a
number of significant implications and limitations. Although accuracy metrics are promising, the
real world application of such models requires more than statistical robustness. It also depends on
how well such models are embedded into institutional workflows, interpreted by educators, and
accepted by students. This reinforces the importance of interdisciplinary alignment between
technical and pedagogical teams. It also emphasizes the need to balance model complexity with
usability ensuring that predictive outputs are understandable and actionable by non specialist users
such as faculty advisors or program coordinators.

Limitations of Current Early Warning Systems

Despite promising results, current early warning systems (EWS) face structural limitations that
reduce their applicability in diverse contexts. For example, models trained on data from one
demographic group may misclassify students from other backgrounds. In practice, this can result
in underrepresented students being incorrectly flagged or overlooked, reinforcing
inequities (Lawson et al., 2024). This can lead to misclassification, where students from
underrepresented or non dominant groups are either inaccurately flagged or entirely overlooked.

Moreover, many EWS lack adaptive mechanisms that allow them to respond dynamically to new
patterns in student behavior or policy changes. These rigid systems may become outdated quickly
in evolving educational landscapes. Additionally, institutions often underinvest in user training and
support, leading to missed opportunities for data informed intervention. These findings
underscore the critical need for inclusive data practices, continuous model retraining, and
structured support systems to ensure that EWS are equitable, sustainable, and impactful.
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Institutional LMS Design and Data Variability

Institutional differences in Learning Management System (LMS) design further complicate the
transferability of predictive models. LMS platforms vary widely in terms of data structure,
engagement features, and integration with other academic tools. For example, one institution's
LLMS may prioritize quiz and submission metrics, while another emphasizes discussion forums or
collaborative activities (Imran et al., 2025; Pletzen et al., 2021). Such disparities affect the nature
and quality of data collected, resulting in models that perform well within one system but poorly
in another.

Moreover, the absence of unified standards for LMS data formatting presents further challenges.
Even within the same institution, course level differences in LMS usage can lead to inconsistencies
in data availability. These issues complicate the development of generalized models, making it
necessary to tailor models to individual departments or programs. Addressing these limitations
requires platform agnostic modeling techniques, increased transparency in LMS architecture, and
coordinated institutional efforts toward standardizing data practices across departments.

Integration Strategies for Machine Learning Tools

The successful application of machine learning in academic contexts hinges not only on predictive
power but also on meaningful integration into institutional processes. Strategic implementation
involves more than just deploying models it demands coordinated efforts in pilot testing,
stakeholder training, and change management (Murumba & Alari, 2024). Ideally, pilot studies
should involve iterative feedback loops, allowing educators and analysts to refine model features,
threshold settings, and output presentation in real time.

Training faculty and support staff to interpret and act on predictive insights is crucial. This involves
both technical training and pedagogical alignment to ensure interventions are not only data driven
but also educationally sound. Without such capacity building, the benefits of machine learning may
not translate into meaningful educational interventions (Ajuwon et al., 2024). Institutions must
also foster interdisciplinary collaboration among faculty, data analysts, and administrators to ensure
alignment of goals and methods (Santiago et al., 2024).

In parallel, clear governance structures and documentation are necessary to guide how predictions
are generated, interpreted, and acted upon. These should include ethical protocols, escalation
pathways for flagged cases, and monitoring mechanisms to track intervention outcomes.

Stakeholder Perceptions and Ethical Considerations

Reactions from stakeholders further complicate adoption. Students often appreciate eatly warning
systems when these tools lead to personalized support but express concerns over data privacy and
the transparency of algorithmic decision making (Frontistis et al., 2023; Melton et al., 2024).
Concerns include how long data is stored, who can access it, and whether algorithmic labels might
follow them across courses or departments.

Faculty responses are similarly divided. While some embrace analytics for its diagnostic power,
others worry that it undermines pedagogical autonomy or oversimplifies the complex human
dimensions of teaching and learning (Berkeley et al., 2020). These concerns are amplified when
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predictive systems operate as “black boxes,” limiting faculty understanding of why certain students
are flagged. Successful implementation, therefore, depends on addressing these concerns through
ongoing communication, ethical safeguards, and clear articulation of the intended benefits of
predictive analytics.

Transparency in algorithm design, opportunities for user feedback, and institutional oversight
boards are among the strategies that can mitigate ethical concerns. Moreover, ethical adoption
should be accompanied by the inclusion of student voices in the development and refinement of
prediction tools.

Toward Inclusive and Actionable Predictive Systems

Taken together, these considerations highlight the dual challenge of developing technically robust
and socially responsive early warning systems. While this study demonstrates that minimal early
semester data can be used effectively to predict academic risk, realizing the full potential of such

systems requires contextual awareness, institutional support, and ongoing stakeholder engagement.

Future iterations of early warning systems should emphasize explainability and fairness, enabling
institutions to refine their understanding of model decisions and adjust policies accordingly.
Further, cross institutional collaboration will be key in creating benchmarking datasets, sharing
best practices, and building adaptable, context aware systems that maintain efficacy across a variety

of learning environments.

The next step involves refining model interpretability, ensuring cross institutional adaptability, and
embedding predictive tools within holistic student support strategies that are as inclusive and
human centered as they are data driven. If implemented thoughtfully, these systems have the
potential to shift institutional cultures from reactive problem solving to proactive, data informed
student success.

CONCLUSION

This study demonstrates that early academic risk prediction is feasible using minimal data,
specifically pre-admission information and LLMS activity within the first four weeks. The CatBoost
model achieved strong predictive performance, highlighting quiz submission behavior and login
frequency as key indicators. These results emphasize the practical value of early, accessible data
for timely interventions, reducing reliance on mid- or late-semester assessments and enabling
institutions to act proactively.

However, the study also reveals challenges in generalizability, institutional readiness, and ethical
adoption. Effective implementation requires not only technical capacity but also inclusive
governance, faculty training, and transparent communication with students. Future research
should prioritize model interpretability, integration of socio-emotional factors, and cross-
institutional collaboration to build equitable and adaptable early warning systems that support
diverse student populations.
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