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ABSTRACT: LEvaluations of e-commerce marketing
campaigns frequently depend on summary metrics like
conversion and click-through rates, which fail to reveal the
true causal effect of promotional activities. This study
employs uplift modeling to estimate the individual-level
causal impact of marketing interventions, clarifying where
such approaches outperform traditional metrics, using both a
simulated internal dataset and the Dunnhumby Complete
Journey data. The objective is to identify which customer
segments are causally influenced by marketing actions and to
inform more precise targeting strategies. We implemented
logistic regression, T Learner, and Causal Forest models to
estimate individual treatment effects. Derived features
include behavioral (recency, frequency, engagement),
transactional (AOV, loyalty tier), and campaign based
variables (channel, timing, offer type). Evaluation metrics
include Uplift AUC, Qini Cutrve, and Precision@10%.
Ethical safeguards such as pseudonymization and fairness
audits were integrated throughout. Results show that Causal
Forest significantly outperforms baseline models, achieving
the highest uplift AUC and Precision@10%. Key drivers of
uplift include campaign channel, customer recency, and
loyalty tier. Segment analyses reveal that marketing
effectiveness varies by lifecycle stage, device type, and region.
Moreover, integrating uplift insights into real time marketing
automation systems enables dynamic optimization of
campaigns. In conclusion, uplift modeling offers a more
robust framework for understanding and maximizing the
causal impact of marketing strategies. It improves resource
allocation, enhances personalization, and ensures marketing
efforts are both effective and ethically responsible.
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INTRODUCTION

In the evolving landscape of e-commerce, understanding the real impact of marketing campaigns

on customer behavior has become increasingly critical. Traditional effectiveness metrics such as
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conversion rate and click through rate (CTR) have long been the cornerstone of campaign
assessment. However, these measures suffer from serious limitations. They often overlook
confounding variables that affect both the treatment (marketing exposure) and the outcome
(customer response), thereby risking misattribution of success. As a result, marketers may
incorrectly conclude that campaigns are driving engagement when, in fact, customer actions might
have occurred regardless (BAMIDELE & Mgbaja, 2024; Gubela et al., 2020). Additionally, such
metrics fail to account for counterfactuals what would have happened in the absence of the
campaign and are typically calculated at the aggregate level, masking individual level variation in
response (Bareinboim & Pearl, 2016; Hansford et al., 2023).

To address these limitations, uplift modeling has been increasingly explored as a promising
technique within marketing analytics. Rather than focusing on average responses, uplift modeling
seeks to estimate the incremental impact of a treatment on an individual basis. Its evolution has
been marked by a shift from binary classification methods to more nuanced models that can
estimate heterogeneous treatment effects (HTE) across customer segments (BAMIDELE &
Mgbaja, 2024). Contemporary approaches, including Causal Forests and Bayesian frameworks,
integrate machine learning to improve prediction accuracy of individual treatment effects (Langen
& Huber, 2023). The adaptability of these methods has facilitated their adoption in real time
marketing systems, providing actionable insights that inform strategic planning and personalized
interventions (Sun et al., 2025).

Despite its promise, implementing uplift modeling in e-commerce is not without challenges.
Heterogeneity in consumer response is a core issue: different users may respond differently to the
same treatment, depending on variables such as recency, frequency, device usage, or regional
location (Gubela et al, 2019; Langen & Huber, 2023). Observational data, which lacks
randomization, compounds the difficulty of isolating causal effects due to potential selection bias
and unobserved confounding (Sengupta et al., 2023). Moreover, e-commerce datasets often suffer
from incomplete tracking across touchpoints or low resolution behavioral data, impeding robust
model development (Shimoni et al., 2019).

Personalization, a staple of e-commerce marketing, further complicates causal inference. While
personalization aims to tailor content to individual preferences, it risks overfitting and reinforcing
prior behaviors if not grounded in causal logic (Blakely et al., 2019). Integrating causal inference
methods such as uplift modeling into personalization pipelines enhances their effectiveness by
prioritizing customers who are not only likely to respond but are causally influenced by the
campaign (BAMIDELE & Mgbaja, 2024).

Behavioral segmentation offers an additional lens for understanding marketing response. By
grouping customers based on engagement patterns, browsing history, and loyalty status, marketers
can uncover patterns of responsiveness that inform targeted campaign design (L. Wang & Michoel,
2017). However, excessive granularity can lead to operational complexity, calling for a balanced
approach to segmentation (Liidtke & Robitzsch, 2021).
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A further complexity in observational marketing data is non random treatment assignment.
Customers targeted by campaigns are often systematically different from those who are not,
leading to confounding that distorts causal estimation. This necessitates the use of robust
estimation techniques such as propensity score matching, inverse probability weighting, or targeted
maximum likelihood estimation to mitigate bias and identify valid treatment effects (Klintwall et
al., 2021).

Given these multifaceted challenges, this study seeks to explore how uplift modeling can be
operationalized to estimate the true causal effect of marketing campaigns on customer conversion
and retention in e-commerce settings. By using a hybrid dataset approach incorporating both
simulated and real world data and by deploying modern causal modeling techniques, the study
aims to provide actionable insights into personalized marketing effectiveness. The research also
contributes to ongoing discourse on integrating ethical, fair, and privacy conscious frameworks
within data driven marketing strategies, in line with international (GDPR) and national (Indonesia’s
UU PDP No. 27/2022) regulations.

In sum, this research addresses the gap between traditional correlation based evaluations and the
need for robust, individualized causal inference in marketing analytics. It demonstrates how uplift
modeling, when supported by high quality data, thoughtful segmentation, and rigorous
methodology, can enhance the precision and impact of customer engagement strategies in e-

commerce.

METHOD

This study implements a structured methodology to evaluate the causal effects of marketing
campaigns on customer conversion and retention using uplift modeling. The approach integrates
robust modeling techniques, diverse datasets, and ethical considerations to ensure methodological

soundness and practical relevance.
Data & Feature Design

We utilize two datasets: (1) a simulated internal dataset modeled after the Olist schema, which
includes user, transaction, campaign, and clickstream tables; and (2) the Dunnhumby Complete
Journey dataset containing household transactions, campaign exposure logs, and demographic
information. These datasets offer both granular user level features and treatment flags essential for
estimating individual treatment effects (ITE).

Feature engineering involves the construction of behavioral, transactional, and marketing derived
variables. Key features include Recency, Frequency, and Monetary (RFM) scores, campaign
channel type, offer history, compliance with campaign exposure, product category engagement,
session duration, and loyalty tier. These features enable the models to capture both the historical
and contextual signals relevant to uplift prediction.
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Modeling Techniques

To estimate uplift, we apply both two-model and single-model frameworks. The T Learner builds
separate predictive models for treated and control groups, capturing differential learning dynamics
and accommodating heterogeneity in treatment effects. The T Learner, a two model method, trains
separate models for the treatment and control groups, allowing for direct comparison of predicted
outcomes(Rudas & Jaroszewicz, 2018). This structure accommodates different learning patterns
across groups and facilitates the estimation of heterogeneous treatment effects (Devriendt et al.,
2018).

In contrast, single model methods such as the S Learner use a unified model with treatment as an
input feature. While easier to implement, this approach tends to smooth over response variation
and may fail to capture heterogeneity across customer segments (Sun et al., 2025).

The Causal Forest algorithm is also employed for its strength in estimating conditional average
treatment effects (CATE). This method partitions the data based on covariates and uses ensembles
of trees to model treatment heterogeneity while mitigating overfitting through randomized splits
(Wager & Athey, 2018). Causal Forests also provide uncertainty estimates, which aid in decision
making and enable real time model refinement (Venkatasubramaniam et al., 2022).

Evaluation Metrics
Evaluating uplift models requires specialized metrics. We employ:

o Uplift AUC: Measures the model's ability to rank customers based on incremental benefit.

¢ Qini Curve & Qini AUC: Visual and quantitative tools to assess model utility across deciles.

e Precision@K: Evaluates how accurately the top K predicted uplift individuals actually benefit
from treatment.

e Cross validation: Used to prevent overfitting and assess generalizability

Interpretability is also considered. Models such as Causal Forests provide feature importance

scores, guiding strategic adjustments.
Ethics and Privacy

All data processing follows ethical standards and legal regulations, particularly GDPR and
Indonesia’s Personal Data Protection Law (UU PDP No. 27/2022). Data is pseudonymized,
treatment assignments are anonymized, and usage is restricted to consented and specified

purposes.

Additionally, fairness is assessed across key attributes to ensure equitable treatment
recommendations. Potential risks of over targeting or discriminatory personalization are mitigated
through transparency, modeling audits, and inclusion of uncertainty bounds.
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In sum, this methodology section outlines a scalable, ethically grounded, and analytically rigorous
approach to measuring the true causal effects of marketing campaigns using uplift modeling
frameworks in e-commerce environments.

RESULT AND DISCUSSIONS
Descriptive Analysis

The initial phase of the analysis focused on pre treatment covariates predictive of marketing
responsiveness. Variables such as recency, frequency, income level, geographic location, and
historical purchase behavior were found to significantly differentiate responders from non
responders (BAMIDELE & Mgbaja, 2024; Gubela et al., 2020). Behavioral signals like web
browsing frequency and session engagement time also showed high correlation with campaign
response, aligning with prior findings that such metrics are vital for uplift targeting (R6Bler et al.,
2021).

To ensure validity in treatment effect estimation, stratified randomization was applied based on
customer engagement level and loyalty tier. This technique maintained covariate balance across
treatment and control groups and reduced variance, supporting more reliable statistical inferences
(Sun et al, 2025; Gubela et al., 2019). Covariate balance checks confirmed no significant
differences post randomization.

Testing for selection bias involved propensity score matching and covariate balance diagnostics.
Standardized mean differences pre and post matching indicated improved comparability between
groups. Sensitivity analyses further supported the robustness of the uplift estimates to potential
hidden biases (Guo et al., 2025).

Lastly, conversion rates varied significantly across marketing channels, with push notifications and
in app messages outperforming email and social media among high recency users. These
differences highlight the importance of channel specific strategy alignment (Racano et al., 2020).

Table 1. Descriptive Statistics (Treated vs Control)

Variable Treated Mean Control Mean Std. Diff
Conversion Rate 0.187 0.142 0.108
Basket Diversity 3.85 3.27 0.131

Recency (days) 11.6 13.4 0.097
Average Order Value $56.8 $52.3 0.089
Loyalty Tier 3+ (%) 42.1% 39.6% 0.056
Exposure to Push (%) 67.4% 43.2% 0.196
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While Causal Forest models achieved the highest Uplift AUC (0.123), followed by T Learner
(0.089), and logistic regression baseline (0.023), we note that uplift improvements were statistically
significant at the 95% confidence level only for the top deciles.

Model Performance

The Causal Forest model achieved the highest uplift AUC (0.123), followed by the T Learner
(0.089) and logistic regression baseline (0.023). Qini curves demonstrated that the top deciles of
uplift scores from Causal Forest captured the largest incremental gains, supporting its use for
personalized marketing decisions (Devriendt et al., 2018).

Compared to ROC AUC, Qini AUC offered deeper insights into model utility for marketing
applications, as it directly measured incremental gains rather than mere classification accuracy
(Gubela et al., 2020). Overfitting risks were mitigated through 5 fold cross validation, feature
selection, and regularization strategies, particularly for tree based models with high variance
potential (Sun et al., 2025).

Performance metrics correlated strongly with incremental business outcomes, including increased
conversion rates and ROI. Incremental revenue per user and improved CLV projections
confirmed the practical value of uplift based targeting (Niu et al., 2021).

Table 2. Model Performance Metrics

Model Uplift Qini  Precision@10% Recall@10% AUC (Base
AUC AUC Classifier)
Logistic 0.023 0.021 0.183 0.071 0.679
(base)
T Learner 0.089 0.076 0.236 0.102 0.713
Causal 0.123 0.112 0.278 0.129 0.747
Forest

Feature Contributions

Analysis of feature importance revealed that recency and campaign channel were the most
predictive of uplift, followed by loyalty tier and session duration (Ruda$ & Jaroszewicz, 2018).
Although frequency was also relevant, recency showed greater predictive strength, suggesting
recent user activity is a better indicator of response potential.

Categorical features like user loyalty and engagement channel significantly influenced differential
uplift. Interactions such as channel X loyalty revealed higher gains for loyal users exposed via email
and push notifications (Olaya et al., 2020; Devriendt et al., 2018).

In the Causal Forest model, variable importance was interpreted using permutation importance.

Features contributing most to treatment heterogeneity helped refine targeting strategies and offer
prioritization (Y. Wang et al., 2021).

48 | Digitus : Journal of Computer Science Applications https://journal.idscipub.com/digitus


https://journal.idscipub.com/data

Personalized Causal Targeting in E-commerce: An Uplift Modeling Approach for Campaign
Optimization
Marthalia

Table 3. Feature Importance for Uplift (Causal Forest Model)

Feature Importance Score
Recency (days) 0.172
Campaign Channel 0.143
Loyalty Tier 0.118
Product Category Focus 0.104
Session Length 0.089
Offer Type (Discount/Bonus) 0.072
Time of Day 0.054

Segment Analysis

Segment level analysis revealed substantial heterogeneity in campaign effectiveness. Acquisition
stage users responded better to awareness driven social media campaigns, whereas loyal users
benefited from personalized, reward based strategies (Chen et al., 2022).

Uplift patterns also varied across device types. Mobile users showed higher uplift during peak
activity hours, particularly from push campaigns. Desktop users demonstrated higher conversion
value through email engagement (Gubela et al., 2020).

User clustering using k means and hierarchical clustering identified latent groups with distinct uplift
profiles. These clusters enabled precise segment targeting and improved campaign ROI (Quye-
Sawyer et al., 2021).

Lastly, cultural and regional factors shaped uplift effectiveness. Users in urban Java responded
better to convenience focused campaigns, while rural users showed higher sensitivity to discounts,
confirming the need for localized strategies (Ozpolat et al., 2025).

These results validate the role of uplift modeling in identifying which customers are truly
influenced by campaigns and how such influence varies across segments and contexts.

The results of this study underscore the strategic value of uplift modeling in optimizing e-
commerce marketing campaigns. Traditional marketing evaluation methods, while informative at
the aggregate level, fail to reveal the nuanced and individualized effects of marketing interventions.
Uplift modeling addresses this gap by quantifying the causal impact of marketing actions at the
individual customer level, offering marketers a more precise tool for decision making (Gubela et
al., 2019).

From a strategic standpoint, uplift modeling facilitates superior resource allocation. By identifying
which customers are most likely to respond positively to a specific marketing campaign,
organizations can direct their efforts and budgets more efficiently, minimizing wasted expenditure
on low impact segments. Furthermore, the ability to uncover heterogeneous treatment effects
enables the design of highly personalized campaigns, aligning promotional offers with segment
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specific preferences such as discount based incentives for value driven users and loyalty rewards
for frequent buyers (Rafla et al., 2022).

The implications of these insights extend to channel strategy as well. Uplift scores can guide
marketers in refining their marketing mix, choosing optimal delivery channels for each user group.
For example, high uptake segments may be more effectively reached through push notifications,
while others may prefer in app or email based messaging. By adapting channel deployment based
on uplift responsiveness, marketers can improve campaign precision and overall return on

investment.

Notably, uplift modeling also provides a proactive approach to customer retention. It enables the
early identification of at risk customers who might churn without targeted intervention, thus
supporting retention campaigns that are both timely and cost effective (Belbahri et al., 2019). By
concentrating efforts on these high risk, high impact segments, businesses can increase lifetime
value (CLV) while reducing acquisition pressures.

Cost efficiency and ROI improvements are key benefits of uplift modeling. When uplift estimates
inform campaign selection, marketers can avoid blanket messaging and instead prioritize high
response segments. This approach not only increases conversion rates but also significantly
reduces costs associated with unproductive outreach (Rof3ler et al., 2021). As a result, marketers
benefit from optimized campaign execution grounded in causal analytics rather than heuristic
assumptions.

However, the application of uplift modeling raises important ethical considerations. Targeted
personalization based on uplift scores can inadvertently lead to exclusion or discrimination.
Customers who fall outside of high uptake segments may be systematically denied access to
benefits or campaigns, fostering perceptions of unfairness (Chen et al,, 2022). Such risks
necessitate the adoption of fairness aware modeling techniques and governance practices that
ensure inclusivity and equity in campaign delivery.

Privacy is another key concern. Personalization strategies derived from uplift models often rely on
extensive behavioral and demographic data. Without transparency and explicit consent, such
practices may erode consumer trust. Organizations must ensure compliance with data protection
laws (e.g., GDPR, UU PDP) and uphold ethical standards in data usage and communication
strategies (Rafla et al., 2022).

Operationalizing uplift insights in real time marketing systems requires robust infrastructure.
Adaptive data pipelines, real time scoring engines, and marketing automation platforms must work
in concert to deliver personalized experiences aligned with live customer behavior. Feedback loops
where model performance is continuously evaluated and updated further enhance responsiveness
and engagement (Hu, 2024). Agile integration of these systems ensures that uplift modeling
remains not only analytically effective but also operationally viable.
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Ultimately, uplift modeling provides a transformative lens through which to view customer
engagement. It enables marketers to shift from reactive, correlation based strategies to proactive,
causality driven frameworks. While technical and ethical challenges remain, the evidence from this
study confirms that with thoughtful implementation, uplift modeling can substantially improve
marketing impact, resource efficiency, and customer satisfaction in e-commerce ecosystems.

CONCLUSION

This study demonstrates the effectiveness of uplift modeling in revealing the individual-level causal
impact of marketing campaigns in e-commerce. Unlike traditional metrics that conflate correlation
with causation, uplift modeling provides a clearer view of which customers are genuinely
influenced by a campaign. By applying advanced methods such as T Learner and Causal Forests
to both synthetic and real-world datasets, we identify key drivers of uplift namely recency,
campaign channel, and loyalty tier and highlight significant heterogeneity across segments.

The findings confirm that causal modeling not only improves targeting precision but also enhances
return on investment through better resource allocation and personalization. Importantly, the
integration of uplift insights into real-time marketing systems demonstrates operational feasibility,
provided that ethical safeguards—such as fairness checks and data privacy compliance—are
embedded into deployment practices.

Future work should explore combining uplift modeling with recommendation systems and
reinforcement learning to enable dynamic personalization at scale. Ensuring equity and
transparency in algorithmic targeting remains critical to maintaining consumer trust and
maximizing long-term marketing effectiveness.
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