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ABSTRACT: Artificial intelligence (AI) is rapidly transforming 
healthcare delivery in Indonesia. However, the responsible 
governance of AI systems especially in clinical settings remains 
underdeveloped. This study aims to identify and prioritize 
measurable governance indicators for AI in Indonesian 
healthcare through a Delphi based expert consensus process. A 
three round modified Delphi method was employed, engaging 
30 interdisciplinary experts from healthcare, IT, cybersecurity, 
ethics, law, and patient advocacy. The process began with 40 
indicators drawn from global frameworks (WHO, EU AI Act, 
ISO/IEC 42001, NIST RMF) and national references (UU 
PDP, SATUSEHAT). Experts rated each indicator on a 1–9 
Likert scale across two iterative rounds. Consensus was defined 
as median ≥7 and IQR ≤1.5 using RAND/UCLA criteria.Out 
of 40 indicators, 24 achieved consensus. High priority indicators 
included clinical safety metrics (e.g., AUROC), data privacy 
compliance (PDP Law documentation), system integration 
(SATUSEHAT compatibility), and cybersecurity readiness 
(incident response plans). Transparency related indicators (e.g., 
training data summaries, model cards) failed to reach consensus, 
suggesting institutional gaps in AI explainability. The Delphi 
process underscored the importance of participatory 
governance, stakeholder trust, and contextual adaptation of 
international standards. Consensus indicators reflect domains 
where operational familiarity and regulatory anchors already 
exist, while non consensus areas highlight the need for capacity 
building and clearer guidelines. This study delivers a validated, 
measurable governance framework to guide responsible AI 
adoption in Indonesian healthcare. It supports policymaking, 
institutional audits, and procurement strategies aligned with 
both local regulation and global standards. Future work should 
pilot these indicators and expand their use in health system 
assessments and continuous governance improvement.  
Keywords: Responsible AI, Delphi Method, Healthcare 
Governance, AI Indicators, PDP Law. 
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INTRODUCTION 

Artificial Intelligence (AI) is transforming healthcare globally. It offers potential improvements in 

diagnostic precision, operational efficiency, and patient engagement. However, its integration also 

brings complex ethical, legal, and policy challenges. 
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Global ethical frameworks, such as the Holistic Intelligent Healthcare Theory (HIHT), emphasize 

the critical importance of data protection and transparent governance mechanisms to uphold 

patient rights. Similarly, Göktaş & Grzybowski (2025) and Prakash et al. (2022) identify key ethical 

tensions, including data privacy, fairness, trust, and explainability, as central to AI's responsible 

deployment. These themes find resonance in the Indonesian context, where increasing AI 

adoption necessitates governance models tailored to the country’s healthcare infrastructure, values, 

and regulatory architecture. 

Despite strong ethical imperatives, operationalizing AI governance in clinical settings requires a 

robust framework that includes participatory engagement and technical safeguards. Reddy et al. 

(2021) advocate for the continuous oversight of AI systems, highlighting the value of monitoring 

tools and evaluation metrics to ensure clinical safety. Alanazi (2023) and Sriharan et al. (2025) 

further argue for co designed AI tools involving healthcare professionals, enabling alignment 

between technical innovation and ethical medical practice. Such approaches support not only 

patient safety but also quality of care, especially where AI systems mediate clinical decisions. 

International regulatory efforts such as the EU AI Act and WHO guidelines provide structured 

risk frameworks for high stakes AI applications. The EU AI Act, for example, mandates 

transparency, post market surveillance, and risk management, especially for AI systems used in 

clinical environments (Arigbabu et al., 2024). Complementing this, WHO's recommendations 

emphasize equitable AI adoption to prevent deepening health disparities (Quazi, 2024). Integrating 

these frameworks into national governance systems, as Hussein et al. (2024) suggest, requires 

maturity models that support both regulatory compliance and ethical fidelity. 

Indonesia’s SATUSEHAT system exemplifies a local initiative enabling structured AI deployment 

by digitizing healthcare access and standardizing medical records (Trajkovski, 2024). Bhavaraju 

(2023) observes that such digital systems foster trust in AI and increase operational efficiency, 

especially in underserved areas. Meskó et al. (2018) highlight that digital systems aligned with 

regulatory frameworks create environments conducive to responsible innovation. These dynamics 

are further reinforced by Indonesia's Personal Data Protection Law (UU PDP), which mandates 

consent, lawful data use, and adequate cybersecurity protocols (Janssen et al., 2024; Ndemo, 2025). 

Comparative analysis of global and local AI governance approaches reveals divergence in 

regulatory philosophies ranging from prescriptive compliance (EU AI Act) to adaptive, principle 

based models. Cath 2018 and Leenen et al. (2025) point to recurrent ethical concerns like patient 

autonomy and accessibility, which transcend jurisdictions and demand contextual responsiveness. 

Hilling et al. (2025) stress the importance of equity in AI access across socioeconomic divides, 

reinforcing the need for inclusive governance. 

Stakeholder diversity emerges as a central component of robust AI governance. Kaye et al. (2024) 

and Zaidi et al. (2024) show that regulatory effectiveness improves when multiple perspectives 

from developers to end users are integrated into oversight structures. Comparative studies illustrate 

variations in stakeholder engagement across countries, underlining the necessity for context 

sensitive best practices. 
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Bautista et al. (2024) underscore AI’s potential to improve diagnostic outcomes, while 

simultaneously warning of biases in algorithm design. Ethical review mechanisms are crucial to 

ensure health equity is not compromised (Sriharan et al., 2025). Engaging health professionals in 

governance conversations beyond technical deployment is necessary for cultivating trust and 

accountability (Husnain et al., 2023; Reddy et al., 2024). 

As AI systems evolve, governance models must adopt shared accountability frameworks. Cath 

(2018) argues that humanistic values should be embedded in regulatory strategies. Nong & Ji (2025) 

recommend forming collaborative ecosystems among regulators, hospitals, and developers to 

ensure resilience against automated decision risks. 

To conclude, AI in healthcare presents tremendous promise but it must be governed through 

ethical, participatory, and transparent mechanisms that consider both global best practices and 

local realities. This introduction contextualizes the need for a Delphi derived set of governance 

indicators that operationalize these complex requirements in Indonesia. Such an approach ensures 

policy relevance, clinical applicability, and ethical accountability in the digital health era. 

 

METHOD 

This study utilized a modified Delphi method to generate and prioritize AI governance 

indicators tailored for the Indonesian healthcare context. The Delphi approach was selected for 

its structured, iterative design, which enables expert consensus on complex and interdisciplinary 

issues especially in areas where empirical evidence is still evolving (Broder et al., 2022; Vloet et 

al., 2021). 

Delphi Method Rationale 

The Delphi method is well regarded in health policy for capturing diverse expert insights while 

minimizing bias through anonymity and iterative feedback (Humphrey‐Murto et al., 2016). Its 

adaptability makes it suitable for governance research, where decisions must be informed by 

ethical, clinical, legal, and technical considerations (Schults et al., 2022). Key methodological 

components include: clearly defined objectives, purposeful sampling of interdisciplinary experts, 

and progressive refinement of indicators across rounds. 

Expert Panel Composition 

The study employed purposive sampling to select 30 experts across seven domains: clinicians, 

hospital management, IT professionals, data privacy/legal experts, cybersecurity specialists, 

ethicists/policy researchers, and patient representatives. This interdisciplinary composition 

ensured broad coverage of relevant governance domains (Woo et al., 2017). 
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Delphi Round Design 

Three iterative rounds were conducted: 

● Round 1: Experts reviewed and refined an initial pool of 40 indicators derived from 

secondary literature (WHO, EU AI Act, ISO 42001/14971, GDPR/UU PDP, 

SATUSEHAT). 

● Round 2: Participants rated each indicator on a 1–9 Likert scale for importance. 

● Round 3: Experts were shown anonymized group scores and rationales and asked to re rate 

indicators, fostering reflection and consensus (Kerr et al., 2020). 

Consensus Criteria and Analysis 

Consensus was evaluated using the RAND/UCLA Appropriateness Method (RAM), a widely 

recognized framework in governance and clinical decision making research (Gertz et al., 2023). 

An indicator was classified as “consensus achieved” if it received a median score ≥7 and an 

interquartile range (IQR) ≤1.5. This statistical standard allowed structured comparison across 

rounds and supported robust interpretation (Sulaiman et al., 2025). 

Data Management and Facilitation 

Responses were anonymized to prevent dominance or conformity bias, a core strength of the 

Delphi approach (Vloet et al., 2021). The study team also facilitated asynchronous clarification of 

indicator definitions when needed to promote consistent understanding, echoing best practices 

in guided Delphi facilitation (Mills et al., 2020). 

Methodological Rigor and Iteration 

After each round, summary statistics (median, IQR) and qualitative feedback were shared with 

the panel to support reflective re evaluation. This iterative process not only honed expert focus 

but also allowed the emergence of nuanced understanding as participants reconciled individual 

views with collective trends(Gertz et al., 2023). 

Ethical Considerations 

All participants provided informed consent. The study ensured confidentiality and compliance 

with ethical standards for online expert elicitation processes. 

In conclusion, by grounding the methodology in established Delphi and RAND/UCLA 

frameworks, this study ensured methodological rigor while enabling effective interdisciplinary 

consensus building in AI governance for health policy. 
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RESULT AND DISCUSSION 

This section presents the outcomes of the three round Delphi process, organized by indicator 

domains, consensus achievements, and divergences. Supporting literature enhances the analysis of 

clinical applicability, governance relevance, and implementation feasibility of each category. 

Initial Indicator Pool 

The Round 1 Delphi input comprised 40 indicators sourced from global and local governance 

frameworks. Table 1 shows the structured categorization. 

Table 1: Indicator Domains and Definitions 

Domain Example Indicators Literature Support 

Clinical Safety 
AUROC, sensitivity, specificity, PPV, 

NPV, Brier score, DCA 

(Choudhury & Asan, 2020; Evans & 

Snead, 2024; Labkoff et al., 2024) 

Fairness 
ΔTPR/ΔFPR across groups, equalized 

odds, disparate impact 
(Zhao et al., 2019; Zsidai et al., 2023) 

Privacy & 

Legal 

DPIA presence, PDP Law compliance, 

anonymization protocols 

(Arnaout et al., 2024; Foppen et al., 

2024; Tsopra et al., 2021) 

Transparency 
Training data summary, model card, 

decision rationale documentation 
(Friedrich, 2023; Zanardo et al., 2025) 

Cybersecurity 
Pen testing, incident response plan, RBAC 

audit logs 

(Arnaout et al., 2024; Potnis et al., 

2022) 

Governance 
AIMS (ISO/IEC 42001), risk audit 

committee, lifecycle risk review 
(Amiot et al., 2025; Yuen et al., 2017)  

Integration 
SATUSEHAT/RME compatibility, human 

in the loop logging 
(Bhavaraju, 2023; Trajkovski, 2024) 

Post Market 
Incident reporting, model improvement 

feedback loop 

(Martí‐Bonmatí et al., 2022; Mudunuri 

et al., 2025) 

 

Consensus Results 

Consensus was reached on 24 of 40 indicators. These are summarized in Table 2. 
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Table 2: Selected Indicators with Consensus (Median ≥7 and IQR ≤1.5) 

Indicator Domain Median IQR Consensus 

AUROC Clinical Safety 8 1.0 Yes 

Equalized Odds Gap Fairness 7 1.0 Yes 

Legal Basis Documentation (PDP Law) Privacy & Legal 9 1.0 Yes 

ISO/IEC 42001 AIMS Governance 8 1.0 Yes 

SATUSEHAT System Compatibility Integration 7 1.5 Yes 

These indicators align with global consensus benchmarks (Park & Kressel, 2018), and reflect areas 

with high institutional familiarity and regulatory anchoring. 

 

Non Consensus Indicators 

Several indicators failed to achieve consensus. Model card availability and training data 

transparency received lower scores due to limited implementation experience and awareness. 

Challenges Identified: 

● Transparency Underprioritization: Transparency remains underemphasized in LMICs due to 

limited regulatory infrastructure and operational priorities (Drabiak, 2022) 

● Documentation Resistance: Institutions often view AI documentation as burdensome, lacking 

incentives or technical readiness (Naik et al., 2024). 

● Explainability Gaps: Despite its known role in clinical trust, explainability tools face resistance 

or are often misunderstood by end users (Zinchenko et al., 2022). 

 

Observations from Literature Backed Delphi Outcomes 

● Consensus indicators are already operational in several Indonesian settings (e.g., PDP Law, 

SATUSEHAT). 

● Global AI frameworks like ISO/IEC 42001 and NIST RMF are seen as adaptable with 

localized modifications (Festor et al., 2022). 

● Local projects in LMICs show promise in operationalizing transparency through community 

engagement and clinician input (Salwei & Carayon, 2022). 

The findings of this study provide a comprehensive and nuanced understanding of how consensus 

based indicators can be effectively developed and operationalized to support and govern the 

responsible implementation of AI within Indonesian healthcare. Drawing upon rich insights from 

a multidisciplinary Delphi panel, the study demonstrated the viability and applicability of global AI 

governance principles when adapted and contextualized with local health system realities to 
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provide actionable guidance in Indonesia’s emerging digital health environment. These findings 

underscore the critical need to localize international frameworks to reflect the unique social, 

institutional, and regulatory dynamics that define healthcare delivery in the country. 

 

Delphi Indicators for Policy and Procurement 

Delphi derived indicators are not merely academic exercises they are practical, context relevant 

tools that can be embedded directly into policy frameworks, procurement processes, and 

institutional governance systems. These indicators offer clarity and structure in evaluating AI 

technologies, enabling decision makers to ensure that such systems meet a combination of 

performance, ethical, legal, and safety criteria. As articulated by Darom & Plant (2020), these 

consensus driven metrics help healthcare institutions align procurement standards with broader 

societal values, including fairness, safety, transparency, and compliance. Furthermore, by enabling 

benchmarking and comparative assessment across vendors, the indicators strengthen institutional 

capacity for ethical procurement and reduce reliance on ad hoc or opaque decision making 

practices. 

 

Stakeholder Perceptions and Trust 

Stakeholder perception plays a foundational role in establishing governance priorities for AI. This 

includes perceptions not only from clinical practitioners but also from patients, legal experts, IT 

professionals, and civil society representatives. Research by Mensah et al. (2024) and Solberg et al. 

(2022) shows that stakeholder confidence in AI technologies is a decisive factor in their adoption. 

In this study, stakeholder feedback during the Delphi process informed prioritization decisions 

and revealed areas where skepticism or uncertainty persisted particularly regarding transparency 

and explainability. Ensuring inclusivity and responsiveness to these views is therefore not only 

desirable but essential. Strategies such as participatory design, open consultation, and transparent 

evaluation criteria foster greater buy in from end users and enhance the perceived legitimacy of 

governance frameworks. 

 

Addressing Ethical and Legal Tensions 

The governance of AI in healthcare is inherently a balancing act managing the tension between 

innovation and ethical safeguards. International frameworks like the EU AI Act (Golpayegani et 

al., 2023; Marchenko & Энтин, 2022) provide stringent compliance benchmarks, but their rigid 

requirements may not always align with local infrastructure and enforcement capacity. In 

Indonesia’s case, ethical governance must account for varying levels of digital maturity across 

facilities, uneven data governance practices, and evolving legal precedents under the Personal Data 

Protection Law. Policymakers must therefore prioritize flexible, scalable governance mechanisms 

that can evolve alongside technological and organizational changes. The integration of iterative 

oversight models and adaptive regulatory provisions can mitigate legal fragmentation and uphold 

public trust in AI enabled healthcare services. 
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Lessons from Global Integration into Local Systems 

The experience of adapting global AI governance frameworks to Indonesia reveals key lessons 

about contextualization, relevance, and alignment. Fors & Meissner (2022) caution against the 

wholesale adoption of international standards without accounting for local health system 

constraints. In this study, locally relevant factors such as SATUSEHAT integration requirements, 

infrastructure disparities, and legal nuances were explicitly considered in indicator prioritization. 

The resulting framework was neither entirely global nor fully domestic, but a hybrid architecture 

reflective of grounded realities. Such contextualized adaptation is essential to ensure compliance, 

institutional legitimacy, and practical feasibility across diverse healthcare settings in Indonesia. 

 

Adaptability and Continuous Evaluation 

Adaptability must be a defining feature of AI governance frameworks in healthcare. Technologies 

evolve rapidly, often outpacing the institutional and legal mechanisms designed to oversee them. 

As highlighted by Сулейманова (2024), embedding evaluation feedback loops and responsive 

oversight mechanisms into governance systems enhances resilience and ethical vigilance. The 

indicators produced through this Delphi study are designed for such ongoing use they can be 

applied not just once but revisited periodically through audits, risk assessments, and quality 

improvement processes. Institutions may use these indicators to identify gaps, monitor AI related 

incidents, and recalibrate governance strategies in response to emerging challenges. 

 

Institutional Challenges and Capacity Gaps 

The areas where consensus was not reached especially in domains related to model transparency 

signal important implementation barriers. These gaps likely reflect institutional limitations, 

including insufficient technical literacy, limited regulatory enforcement, and the lack of incentives 

to prioritize explainability or documentation. As Unogwu et al. (2023) suggest, advancing AI 

governance in such environments requires investment in professional development, cross sector 

collaboration, and accessible governance tools. Government agencies and health institutions alike 

must play a proactive role in building governance capacity, establishing routine training, and 

fostering a culture of ethical technology use. 

 

Final Reflections 

In conclusion, this discussion underscores that participatory, consensus driven methodologies 

such as the Delphi approach can be instrumental in bridging the normative aspirations of global 

AI ethics with the operational realities of national healthcare systems. The indicators validated in 

this study are not simply conceptual they are implementable, scalable, and measurable. They offer 

a practical roadmap for policy implementation, regulatory alignment, procurement evaluation, and 

institutional risk governance. Moreover, the Delphi process itself provides a replicable model for 

inclusive stakeholder engagement, ensuring that governance instruments remain grounded in 

clinical, legal, technological, and ethical expertise. As AI continues to expand its role in healthcare 
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delivery, such frameworks will be critical to fostering responsible innovation that protects patients, 

supports clinicians, and builds public trust in digital health futures. 

 

CONCLUSION  

This study successfully developed and prioritized a set of AI governance indicators for the 

Indonesian healthcare context using a modified Delphi method. Drawing from international best 

practices and local regulatory frameworks, the consensus driven indicators address essential 

domains such as clinical safety, fairness, data privacy, cybersecurity, transparency, integration, and 

institutional governance. These indicators serve as measurable, operational tools that can guide AI 

adoption, regulation, procurement, and risk management across health institutions in Indonesia. 

The incorporation of national anchors like the Personal Data Protection Law (UU PDP) and the 

SATUSEHAT platform ensures that the proposed framework is not only aligned with global 

principles (e.g., WHO, ISO/IEC 42001, EU AI Act, NIST RMF) but also locally relevant and 

practically feasible. This dual anchoring supports regulatory coherence, institutional compliance, 

and public accountability. 

One of the most significant contributions of this research is the advancement of a participatory, 

evidence based governance model for AI in healthcare. Inclusive expert engagement enabled the 

Delphi method to refine and validate governance priorities, reflecting both technical viability and 

stakeholder expectations. The use of transparent scoring criteria and structured consensus 

protocols further strengthens the legitimacy and replicability of the results. 

Although the study achieved broad consensus on many key indicators, areas such as transparency 

and model documentation revealed critical gaps in institutional readiness and stakeholder 

familiarity. These gaps underscore the need for ongoing education, capacity building, and 

regulatory clarification to ensure that AI governance keeps pace with technological developments. 

In conclusion, the proposed indicators provide a robust foundation for shaping responsible AI 

policy and institutional practice in Indonesia’s health sector. Policymakers, regulators, and hospital 

administrators can use these indicators as a benchmark for evaluation, compliance audits, 

procurement decisions, and continuous quality improvement. Future research should explore the 

application of these indicators in real world pilot settings, assess their long term impact, and update 

them periodically to reflect the evolving AI landscape and regulatory environments. 

 

REFERENCE 

Alanazi, A. (2023). Clinicians’ Views on Using Artificial Intelligence in Healthcare: Opportunities, 

Challenges, and Beyond. Cureus. https://doi.org/10.7759/cureus.45255 

https://journal.idscipub.com/data


Operationalizing Responsible AI in Health Systems: Delphi Based Governance Metrics for 
Indonesia 
Puspitasari and Yuni T 
 

220 | Data : Journal of Information Systems and Management             https://journal.idscipub.com/data                             

Amiot, F., Potier, B., Viard, T., Tellier, É., & Peschanski, N. (2025). Artificial Intelligence (AI) and 

Emergency Medicine: The Race to the Unknown (Preprint). 

https://doi.org/10.2196/preprints.70903 

Arigbabu, A. T., Olaniyi, O. O., Adigwe, C. S., Adebiyi, O. O., & Ajayi, S. A. (2024). Data 

Governance in AI - Enabled Healthcare Systems: A Case of the Project Nightingale. Asian 

Journal of Research in Computer Science, 17(5), 85–107. 

https://doi.org/10.9734/ajrcos/2024/v17i5441 

Arnaout, A., Gill, P., Virani, A., Flatt, A., Prodan-Balla, N., Byres, D., Stowe, M., Saremi, A., Coss, 

M., Tatto, M., Tuason, M., Malovec, S., & Virani, S. A. (2024). Shaping the Future of 

Healthcare in British Columbia: Establishing Provincial Clinical Governance for 

Responsible Deployment of Artificial Intelligence Tools. Healthcare Management Forum, 

37(5), 320–328. https://doi.org/10.1177/08404704241264819 

Bautista, Y. J. P., Theran, C., & Aló, R. (2024). Ethical Considerations of Generative AI: A Survey 

Exploring the Role of Decision Makers in the Loop. Aaai-Ss, 3(1), 391–398. 

https://doi.org/10.1609/aaaiss.v3i1.31243 

Bhavaraju, S. R. (2023). Artificial Intelligence in Healthcare: Doctor as a Stakeholder. 

https://doi.org/10.5772/intechopen.111490 

Broder, M. S., Gibbs, S. N., & Yermilov, I. (2022). An Adaptation of the RAND/UCLA Modified 

Delphi Panel Method in the Time of COVID-19. Journal of Healthcare Leadership, Volume 

14, 63–70. https://doi.org/10.2147/jhl.s352500 

Cath, C. (2018). Governing Artificial Intelligence: Ethical, Legal and Technical Opportunities and 

Challenges. Philosophical Transactions of the Royal Society a Mathematical Physical and 

Engineering Sciences, 376(2133), 20180080. https://doi.org/10.1098/rsta.2018.0080 

Choudhury, A., & Asan, O. (2020). Role of Artificial Intelligence in Patient Safety Outcomes: 

Systematic Literature Review (Preprint). https://doi.org/10.2196/preprints.18599 

Darom, M., & Plant, E. (2020). The Development of a Performance Measurement System for 

Indirect Procurement: A Delphi Study. Measuring Business Excellence, 27(4), 579–601. 

https://doi.org/10.1108/mbe-05-2019-0047 

Drabiak, K. (2022). Leveraging Law and Ethics to Promote Safe and Reliable AI/ML in 

Healthcare. Frontiers in Nuclear Medicine, 2. https://doi.org/10.3389/fnume.2022.983340 

Evans, H., & Snead, D. (2024). Understanding the Errors Made by Artificial Intelligence 

Algorithms in Histopathology in Terms of Patient Impact. NPJ Digital Medicine, 7(1). 

https://doi.org/10.1038/s41746-024-01093-w 

https://journal.idscipub.com/data


Operationalizing Responsible AI in Health Systems: Delphi Based Governance Metrics for 
Indonesia 
Puspitasari and Yuni T 
 

221 | Data : Journal of Information Systems and Management             https://journal.idscipub.com/data                             

Festor, P., Jia, Y., Gordon, A., Faisal, A. A., Habli, I., & Komorowski, M. (2022). Assuring the 

Safety of AI-based Clinical Decision Support Systems: A Case Study of the AI Clinician for 

Sepsis Treatment. BMJ Health & Care Informatics, 29(1), e100549. 

https://doi.org/10.1136/bmjhci-2022-100549 

Foppen, R. J. G., Gioia, V. L., Gupta, S., Johnson, C. L., Giantsidis, J., & Papademetris, M. (2024). 

Methodology for Safe and Secure AI in Diabetes Management. Journal of Diabetes Science 

and Technology, 19(3), 620–627. https://doi.org/10.1177/19322968241304434 

Fors, K. L., & Meissner, F. (2022). Contesting Border Artificial Intelligence: Applying the 

Guidance-Ethics Approach as a Responsible Design Lens. Data & Policy, 4. 

https://doi.org/10.1017/dap.2022.28 

Friedrich, D. (2023). Are AI Safety and AI Ethics Memetic Rivals? 

https://doi.org/10.31234/osf.io/3rpwt 

Gertz, M. A., Abonour, R., Gibbs, S. N., Finkel, M., Landau, H., Lentzsch, S., Lin, G., Mahindra, 

A., Quock, T. P., Rosenbaum, C. A., Rosenzweig, M., Sidana, S., Tuchman, S. A., Witteles, 

R., Yermilov, I., & Broder, M. S. (2023). Using a Modified Delphi Panel to Estimate Health 

Service Utilization for Patients With Advanced and Non-Advanced Systemic Light Chain 

Amyloidosis. Clinicoeconomics and Outcomes Research, Volume 15, 673–680. 

https://doi.org/10.2147/ceor.s412079 

Göktaş, P., & Grzybowski, A. (2025). Shaping the Future of Healthcare: Ethical Clinical 

Challenges and Pathways to Trustworthy AI. Journal of Clinical Medicine, 14(5), 1605. 

https://doi.org/10.3390/jcm14051605 

Golpayegani, D., Pandit, H. J., & Lewis, D. (2023). Comparison And Analysis Of 3 Key AI 

Documents: EU’s Proposed AI Act, Assessment List For Trustworthy AI (ALTAI), And 

ISO/Iec 42001 AI Management System. 189–200. https://doi.org/10.1007/978-3-031-

26438-2_15 

Hilling, D. E., Ihaddouchen, I., Buijsman, S., Townsend, R., Gommers, D., & Genderen, M. E. v. 

(2025). The Imperative of Diversity and Equity for the Adoption of Responsible AI in 

Healthcare. Frontiers in Artificial Intelligence, 8. 

https://doi.org/10.3389/frai.2025.1577529 

Humphrey‐Murto, S., Varpio, L., Gonsalves, C., & Wood, T. J. (2016). Using Consensus Group 

Methods Such as Delphi and Nominal Group in Medical Education Research. Medical 

Teacher, 39(1), 14–19. https://doi.org/10.1080/0142159x.2017.1245856 

Husnain, A., Rasool, S., Saeed, A., Gill, A. Y., & Hussain, H. K. (2023). AI’S Healing Touch: 

Examining Machine Learning’s  Transformative Effects on Healthcare. Journal of World 

Science, 2(10), 1681–1695. https://doi.org/10.58344/jws.v2i10.448 

https://journal.idscipub.com/data


Operationalizing Responsible AI in Health Systems: Delphi Based Governance Metrics for 
Indonesia 
Puspitasari and Yuni T 
 

222 | Data : Journal of Information Systems and Management             https://journal.idscipub.com/data                             

Hussein, R., Zink, A., Ramadan, B., Howard, F. M., Hightower, M., Shah, S., & Beaulieu‐Jones, B. 

K. (2024). Advancing Healthcare AI Governance: A Comprehensive Maturity Model Based 

on Systematic Review. https://doi.org/10.1101/2024.12.30.24319785 

Janssen, A. B., Kavisha, S., Johnson, A., Marinic, A., Teede, H., & Shaw, T. (2024). Implementation 

of Artificial Intelligence Applications in Australian Healthcare Organisations: 

Environmental Scan Findings. https://doi.org/10.3233/shti231142 

Kaye, J., Shah, N., Kogetsu, A., Coy, S., Katirai, A., Kuroda, M., Li, Y., Kato, Y., & Yamamoto, 

B. A. (2024). Moving Beyond Technical Issues to Stakeholder Involvement: Key Areas for 

Consideration in the Development of Human-Centred and Trusted AI in Healthcare. Asian 

Bioethics Review, 16(3), 501–511. https://doi.org/10.1007/s41649-024-00300-w 

Kerr, E. A., Klamerus, M. L., Markovitz, A. A., Sussman, J. B., Bernstein, S. J., Caverly, T., Chou, 

R., Min, L., Saini, S. D., Lohman, S. E., Skurla, S. E., Goodrich, D. E., Froehlich, W., & 

Hofer, T. P. (2020). Identifying Recommendations for Stopping or Scaling Back 

Unnecessary Routine Services in Primary Care. Jama Internal Medicine, 180(11), 1500. 

https://doi.org/10.1001/jamainternmed.2020.4001 

Labkoff, S. E., Oladimeji, B. J., Kannry, J., Solomonides, A., Leftwich, R., Koski, E., Joseph, A. 

L., López-González, M., Fleisher, L. A., Nolen, K., Dutta, S., Levy, D. R., Price, A., Barr, 

P., Hron, J. D., Lin, B., Srivastava, G., Pastor, N., Luque, U. S., … Quintana, Y. (2024). 

Toward a Responsible Future: Recommendations for AI-enabled Clinical Decision Support. 

Journal of the American Medical Informatics Association, 31(11), 2730–2739. 

https://doi.org/10.1093/jamia/ocae209 

Leenen, J. P. L., Hiemstra, P., Hoeve, M. M. T., Jansen, A., Dijk, J. D. v., Vendel, B. N., Versteeg, 

G. A. A., Hakvoort, G., & Hettinga, M. (2025). Exploring the Complex Nature of 

Implementation of Artificial Intelligence in Clinical Practice: An Interview Study With 

Healthcare Professionals, Researchers and Policy and Governance Experts. Plos Digital 

Health, 4(5), e0000847. https://doi.org/10.1371/journal.pdig.0000847 

Marchenko, A. Y., & Энтин, М. (2022). Artificial Intelligence and Human Rights: What Is the 

EU’s Approach? Digital Law Journal, 3(3), 43–57. https://doi.org/10.38044/2686-9136-

2022-3-3-43-57 

Martí‐Bonmatí, L., Koh, D., Riklund, K., Bobowicz, M., Roussakis, Y., Vilanova, J. C., Fütterer, J. 

J., Rimola, J., Mallol, P., Ribas, G., Miguel, A., Tsiknakis, M., Lekadir, K., & Tsakou, G. 

(2022). Considerations for Artificial Intelligence Clinical Impact in Oncologic Imaging: An 

AI4HI Position Paper. Insights Into Imaging, 13(1). https://doi.org/10.1186/s13244-022-

01220-9 

Mensah, A. K., Apori, S. O., Addai, P., Owusu-Ansah, A., & Owusu-Ansah, D.-G. E. J. (2024). 

Potentially Harmful Elements in Mining Sites in Ghana: Assessment of Their Carcinogenic 

https://journal.idscipub.com/data


Operationalizing Responsible AI in Health Systems: Delphi Based Governance Metrics for 
Indonesia 
Puspitasari and Yuni T 
 

223 | Data : Journal of Information Systems and Management             https://journal.idscipub.com/data                             

and Non-Carcinogenic Health Risks for Children and Adults. Management of 

Environmental Quality an International Journal, 36(2), 539–561. 

https://doi.org/10.1108/meq-03-2024-0118 

Meskó, B., Hetényi, G., & Győrffy, Z. (2018). Will Artificial Intelligence Solve the Human 

Resource Crisis in Healthcare? BMC Health Services Research, 18(1). 

https://doi.org/10.1186/s12913-018-3359-4 

Mills, B., Conrick, K. M., Anderson, S., Bailes, J. E., Boden, B. P., Conway, D., Ellis, J., Feld, F., 

Grant, M., Hainline, B., Henry, G., Herring, S. A., Hsu, W. K., Isakov, A., Lindley, T. R., 

McNamara, L., Mihalik, J. P., Neal, T., Putukian, M., … Courson, R. (2020). Consensus 

Recommendations on the Prehospital Care of the Injured Athlete With a Suspected 

Catastrophic Cervical Spine Injury. Journal of Athletic Training, 55(6), 563–572. 

https://doi.org/10.4085/1062-6050-0434.19 

Mudunuri, V. R., Almasri, H., Fan, H.-H., & Chandrasekaran, M. (2025). Safe Deployment of AI 

and ML Based Software and Algorithms in ADAS Systems. 1. 

https://doi.org/10.4271/2025-01-8071 

Naik, Bn., Mathew, P. J., & Kundra, P. (2024). Scope of Artificial Intelligence in Airway 

Management. Indian Journal of Anaesthesia, 68(1), 105–110. 

https://doi.org/10.4103/ija.ija_1228_23 

Ndemo, B. (2025). Revolutionizing African Healthcare: A Systematic Review of Artificial 

Intelligence and Data Governance. https://doi.org/10.21203/rs.3.rs-6572611/v1 

Nong, P., & Ji, M. (2025). Expectations of Healthcare AI and the Role of Trust: Understanding 

Patient Views on How AI Will Impact Cost, Access, and Patient-Provider Relationships. 

Journal of the American Medical Informatics Association, 32(5), 795–799. 

https://doi.org/10.1093/jamia/ocaf031 

Park, S. H., & Kressel, H. Y. (2018). Connecting Technological Innovation in Artificial Intelligence 

to Real-World Medical Practice Through Rigorous Clinical Validation: What Peer-Reviewed 

Medical Journals Could Do. Journal of Korean Medical Science, 33(22). 

https://doi.org/10.3346/jkms.2018.33.e152 

Potnis, K. C., Ross, J. S., Aneja, S., Gross, C. P., & Richman, I. B. (2022). Artificial Intelligence in 

Breast Cancer Screening. Jama Internal Medicine, 182(12), 1306. 

https://doi.org/10.1001/jamainternmed.2022.4969 

Prakash, S., Balaji, J. N., Joshi, A., & Surapaneni, K. M. (2022). Ethical Conundrums in the 

Application of Artificial Intelligence (AI) in Healthcare—A Scoping Review of Reviews. 

Journal of Personalized Medicine, 12(11), 1914. https://doi.org/10.3390/jpm12111914 

https://journal.idscipub.com/data


Operationalizing Responsible AI in Health Systems: Delphi Based Governance Metrics for 
Indonesia 
Puspitasari and Yuni T 
 

224 | Data : Journal of Information Systems and Management             https://journal.idscipub.com/data                             

Quazi, F. (2024). Ethics &Amp; Responsible AI in Healthcare. 

https://doi.org/10.21428/e90189c8.a16c4bb9 

Reddy, S., Lebrun, A., Chee, A., & Kalogeropoulos, D. (2024). Discussing the Role of Explainable 

AI and Evaluation Frameworks for Safe and Effective Integration of Large Language 

Models in Healthcare. Telehealth and Medicine Today, 9(2). 

https://doi.org/10.30953/thmt.v9.485 

Reddy, S., Rogers, W., Mäkinen, V., Coiera, E., Brown, P., Wenzel, M., Weicken, E., Ansari, S., 

Mathur, P., Casey, A., & Kelly, B. (2021). Evaluation Framework to Guide Implementation 

of AI Systems Into Healthcare Settings. BMJ Health & Care Informatics, 28(1), e100444. 

https://doi.org/10.1136/bmjhci-2021-100444 

Salwei, M. E., & Carayon, P. (2022). A Sociotechnical Systems Framework for the Application of 

Artificial Intelligence in Health Care Delivery. Journal of Cognitive Engineering and 

Decision Making, 16(4), 194–206. https://doi.org/10.1177/15553434221097357 

Schults, J., Charles, K., Long, D., Erikson, S., Brown, G., Waak, M., Tume, L. N., Hall, L., & 

Ullman, A. (2022). Appropriate Use Criteria for Endotracheal Suction Interventions in 

Mechanically Ventilated Children: The RAND/UCLA Development Process. Australian 

Critical Care, 35(6), 661–667. https://doi.org/10.1016/j.aucc.2021.10.006 

Solberg, E., Kaarstad, M., Eitrheim, M. H. R., Bisio, R., Reegård, K., & Bloch, M. (2022). A 

Conceptual Model of Trust, Perceived Risk, and Reliance on AI Decision Aids. Group & 

Organization Management, 47(2), 187–222. https://doi.org/10.1177/10596011221081238 

Sriharan, A., Kuhlmann, E., Correia, T., Tahzib, F., Czabanowska, K., Ungureanu, M., & Kumar, 

B. N. (2025). Artificial Intelligence in Healthcare: Balancing Technological Innovation With 

Health and Care Workforce Priorities. The International Journal of Health Planning and 

Management. https://doi.org/10.1002/hpm.3927 

Sulaiman, A. H., Amin, M. M., Ang, J. K., Ho, R., Jaafar, N. R. N., Guan, N. C., Nurhidayat, A. 

W., Paholpak, P., Pariwatcharakul, P., Sanguanvichaikul, T., Ung, K. E. K., Wardani, N. D., 

& Yeo, B. T. T. (2025). Expert Guidelines on the Use of Cariprazine in Bipolar I Disorder: 

Consensus From Southeast Asia. Healthcare, 13(11), 1304. 

https://doi.org/10.3390/healthcare13111304 

Trajkovski, G. (2024). Bridging the Public Administration‐AI Divide: A Skills Perspective. Public 

Administration and Development, 44(5), 412–426. https://doi.org/10.1002/pad.2061 

Tsopra, R., Fernández, X. M., Luchinat, C., Alberghina, L., Lehrach, H., Vanoni, M., Dreher, F., 

Sezerman, U., Cuggia, M., Tayrac, M. d., Miklaševičs, E., Itu, L., Geantă, M., Ogilvie, L. A., 

Godey, F., Boldișor, C., Campillo‐Gimenez, B., Cioroboiu, C., Ciusdel, C., … Burgun, A. 

(2021). A Framework for Validating AI in Precision Medicine: Considerations From the 

https://journal.idscipub.com/data


Operationalizing Responsible AI in Health Systems: Delphi Based Governance Metrics for 
Indonesia 
Puspitasari and Yuni T 
 

225 | Data : Journal of Information Systems and Management             https://journal.idscipub.com/data                             

European ITFoC Consortium. BMC Medical Informatics and Decision Making, 21(1). 

https://doi.org/10.1186/s12911-021-01634-3 

Unogwu, O. J., Ike, M., & Joktan, O. O. (2023). Employing Artificial Intelligence Methods in Drug 

Development: A New Era in Medicine. Mjaih, 2023, 52–56. 

https://doi.org/10.58496/mjaih/2023/010 

Vloet, L., Hesselink, G., Berben, S. A. A., Hoogeveen, M., Rood, P., & Ebben, R. H. (2021). The 

Updated National Research Agenda 2021–2026 for Prehospital Emergency Medical Services 

in the Netherlands: A Delphi Study. Scandinavian Journal of Trauma Resuscitation and 

Emergency Medicine, 29(1). https://doi.org/10.1186/s13049-021-00971-6 

Woo, K., Ulloa, J. G., Allon, M., Carsten, C. G., Chemla, E. S., Henry, M. L., Huber, T. S., Lawson, 

J. H., Lok, C. E., Peden, E. K., Scher, L. A., Sidawy, A. N., Maggard‐Gibbons, M., & Cull, 

D. L. (2017). Establishing Patient-Specific Criteria for Selecting the Optimal Upper 

Extremity Vascular Access Procedure. Journal of Vascular Surgery, 65(4), 1089-1103.e1. 

https://doi.org/10.1016/j.jvs.2016.10.099 

Yuen, K. C., Moraitis, A., & Nguyen, D. (2017). Evaluation of Evidence of Adrenal Insufficiency 

in Trials of Normocortisolemic Patients Treated With Mifepristone. Journal of the 

Endocrine Society, 1(4), 237–246. https://doi.org/10.1210/js.2016-1097 

Zaidi, S., Shaikh, A., & Surani, S. (2024). The Pulse of AI: Implementation of Artificial Intelligence 

in Healthcare and Its Potential Hazards. The Open Respiratory Medicine Journal, 18(1). 

https://doi.org/10.2174/0118743064289936240115105057 

Zanardo, G., Coimbra, J. R., & Silva, D. F. d. (2025). Improving Diagnosis of Cardiovascular 

Diseases by Artificial Intelligence in Electrocardiography. Centro De Pesquisas Avançadas 

Em Qualidade De Vida, 17(2), 11. https://doi.org/10.36692/v17n2-52r 

Zhao, H., Coston, A., Adel, T., & Gordon, G. J. (2019). Conditional Learning of Fair 

Representations. https://doi.org/10.48550/arxiv.1910.07162 

Zinchenko, V. V., Arzamasov, K. M., Chetverikov, S. F., Maltsev, A. V., Novik, V., Akhmad, E. 

S., Sharova, D. E., Andreychenko, A. E., Vladzymyrskyy, A. V., & Morozov, S. P. (2022). 

Methodology for Conducting Post-Marketing Surveillance of Software as a Medical Device 

Based on Artificial Intelligence Technologies. Sovremennye Tehnologii v Medicine, 14(5), 

15. https://doi.org/10.17691/stm2022.14.5.02 

Zsidai, B., Hilkert, A., Kaarre, J., Narup, E., Senorski, E. H., Grassi, A., Ley, C., Longo, U. G., 

Herbst, E., Hirschmann, M. T., Kopf, S., Seil, R., Tischer, T., Samuelsson, K., & Feldt, R. 

(2023). A Practical Guide to the Implementation of AI in Orthopaedic Research – Part 1: 

Opportunities in Clinical Application and Overcoming Existing Challenges. Journal of 

Experimental Orthopaedics, 10(1). https://doi.org/10.1186/s40634-023-00683-z 

https://journal.idscipub.com/data


Operationalizing Responsible AI in Health Systems: Delphi Based Governance Metrics for 
Indonesia 
Puspitasari and Yuni T 
 

226 | Data : Journal of Information Systems and Management             https://journal.idscipub.com/data                             

Сулейманова, С. Р. (2024). Comparative Legal Analysis of the Role of Artificial Intelligence in 

Human Rights Protection: Prospects for Europe and the Middle East. PJC, 16.3, 907–922. 

https://doi.org/10.62271/pjc.16.3.907.922 

 

https://journal.idscipub.com/data

