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ABSTRACT: This study explores the design patterns and
latency budgets required for real time performance in edge
based Industrial Internet of Things (IloT) systems. As
industrial applications increasingly demand ultra low latency
for control loops and automation tasks, cloud computing
architectures fall short in meeting strict timing requirements.
The research investigates architectural configurations such as
on premises edge computing, hybrid edge«>cloud
frameworks, and 5G Multi access Edge Computing (MEC),
all integrated with deterministic networking technologies like
Time Sensitive Networking (TSN). The methodology
includes modeling latency partitions across communication,
computation, and execution layers, evaluating I1oT protocols
such as OPC UA PubSub and MQTT Spatkplug B, and
measuring metrics like end to end latency, jitter, and deadline
miss percentages under realistic workloads. Results confirm
that edge architectures, when combined with TSN and real-
time operating environments, can achieve latency budgets as
low as approximately 1 millisecond (ms) for servo loops and
between 6—12 ms for machine vision tasks. These values
highlight the feasibility of meeting industrial automation
requirements. The conclusion underscores the importance of
matching communication technologies wired TSN versus 5G
URLLC according to environmental constraints and specific
application requirements. It also emphasizes the role of
hybrid architectures and standardized protocols in enabling
scalable, interoperable, and deterministic IIoT systems. This
work contributes a validated framework for deploying real
time industrial systems capable of meeting the performance
thresholds of Industry 4.0.

Keywords: Edge Computing, Industrial 10T, Latency
Budget, TSN, OPC UA, MQT'T Sparkplug, 5G URLLC, Real
Time Automation.

This is an open access article under the
&Y CC-BY 4.0 license

INTRODUCTION

The increasing complexity of industrial control systems across various sectors such as

manufacturing, robotics, and process control demands stringent latency requirements for their
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communication networks. In advanced manufacturing processes, for instance, systems often
require sub-millisecond latency to ensure accurate real-time operation. Robotics applications also
rely on ultra-low-latency networks to guarantee precise and safe movements. In process control
systems, even small delays can cause operational hazards or financial loss, highlighting the critical
importance of latency compliance (Kiangala & Wang, 2021; Nasrallah et al., 2019). The necessity
of deterministic timing in these settings is underscored by the growing adoption of automation
and real time analytics in Industry 4.0.

However, traditional cloud computing architectures present a fundamental obstacle to meeting
such latency expectations. The core issue lies in the latency overhead introduced by the centralized
nature of cloud computing, where large data volumes must traverse multiple network layers to
reach distant data centers. This inherently increases round trip time, often exceeding acceptable
bounds for time sensitive industrial tasks. While cloud computing offers computational scalability,
its distance from data sources renders it impractical for applications demanding millisecond or
microsecond responsiveness (Avasalcai et al., 2022; Basir et al., 2019).

Conventional Ethernet networks also fall short in meeting these real time demands. Though
Ethernet supports relatively low latency under normal conditions, it lacks the determinism required
for industrial grade applications. The absence of time sensitive traffic prioritization and the risk of
congestion introduce latency variability that is unacceptable in settings like motion control or
automated inspection lines. In contrast, industrial Ethernet variants such as Time Sensitive
Networking (TSN) offer bounded latency and scheduled traffic flows essential for ensuring
deterministic communication (Eisen et al., 2019; Popovski et al., 2018).

The emergence of edge computing provides a promising solution to these challenges. Unlike cloud
computing, edge architectures shift computational tasks closer to the data source, typically within
the same local network or even on-site. This proximity significantly reduces round-trip delays and
ensures more predictable performance, particularly when combined with real-time operating
systems and deterministic network protocols. While fog computing introduces an intermediate
layer between edge and cloud, edge computing offers the lowest latency path for mission critical
processing (Ahn et al., 2021; Varga et al., 2020).

Recent industrial developments have further emphasized the necessity for ultra low latency
solutions. As sectors adopt autonomous systems, augmented reality interfaces, and advanced
predictive maintenance, the demand for real time decision making grows. Technologies such as
ultra reliable low latency communication (URLLC), developed as part of the 5G standard, address
these evolving needs by ensuring microsecond level responsiveness and high reliability essential
features for contemporary industrial applications (Nakayama et al., 2021; Narayanan et al., 2014).

A cornerstone of such architectures is the implementation of time synchronization protocols,
particularly IEEE 802.1AS, which underpins TSN by enabling highly precise clock alignment
across devices. Accurate synchronization is crucial for coordinating tasks across multiple
subsystems, minimizing jitter, and ensuring timely data delivery. This synchronization is a
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prerequisite for enabling bounded latency and maintaining reliability in time sensitive industrial
operations (Kiangala & Wang, 2021).

Therefore, this paper examines how edge computing, complemented by deterministic networking
technologies and standardized communication protocols, can fulfill the latency constraints of
industrial automation. Through empirical modeling, architectural pattern analysis, and latency
budget validation, we aim to demonstrate the practical feasibility of these architectures. The study
specifically focuses on latency critical scenarios such as sub millisecond control loops and edge
based machine vision. We propose an integrated architecture, supported by OPC UA PubSub,
MQTT Sparkplug B, TSN enhancements, and optionally 5G URLLC, that enables consistent low
latency performance in IIoT environments.

This chapter thus sets the foundation for exploring the technical and empirical underpinnings of
ultra low latency I1oT systems. By analyzing both the limitations of traditional approaches and the
potential of emerging paradigms, we provide a comprehensive view of how edge based
architectures can reliably support real time industrial needs.

METHOD

This study employs a multi layered methodology to explore the design patterns and latency
budgets in edge based Industrial Internet of Things (IIoT) systems. The approach combines
architectural modeling, protocol integration analysis, and latency evaluation through
synchronized metrics to address the strict performance constraints inherent in industrial
applications.

Architectural Configurations
Three deployment models are evaluated:

e On Prem Edge: Employed in robotics and real time monitoring, this setup emphasizes
data privacy and ultra low latency by processing data locally at the site of generation.
These configurations are especially suitable for closed loop control systems where any
latency deviation may disrupt system stability (Gomez et al., 2023).

e 5G MEC (Multi access Edge Computing): Leverages 5G URLLC capabilities to ensure
low latency while allowing some degree of offloading to cloud like environments for non
critical computation. MEC extends the edge to the mobile network operatot's
infrastructure, reducing response time while retaining scalability (Sasiain et al., 2020).

e Hybrid Edge«>Cloud: Combines localized control and cloud based analytics. Mission
critical workloads remain on site, while longer term data storage or training inference
models are handled in the cloud. This model supports flexible service distribution and
adaptive performance optimization (Jeddou et al., 2022).
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Communication Protocols and Data Models
This study integrates two widely accepted I1oT protocols:

e OPC UA PubSub: This publish subscribe mechanism reduces polling overhead and
facilitates real time broadcasting of telemetry data. Data producers send updates to
brokers, and subscribers receive timely notifications with minimized latency (Rincon et
al., 2023).

e  MQTT Sparkplug B: An extension of MQT'T, this protocol structures data payloads and
supports state management across devices. It allows for rapid device integration, status
monitoring, and reliable data propagation within IloT environments (Caiza et al., 2020).

These protocols enhance interoperability and deterministic behavior by enabling efficient,
standardized message formats and event driven communication.

Performance Evaluation Metrics
The performance evaluation follows a structured metric suite:

e Latency: Measured from source to destination, it is captured using timestamp analysis
tools such as network packet sniffers synchronized via IEEE 802.1AS (gPTP) to ensure
accurate end to end measurement

o Jitter: Defined as the variability in packet arrival time, jitter is tracked to detect instability
in traffic delivery patterns, which may cause processing delays or message loss .

e Deadline Miss %: This metric tracks the frequency with which packets arrive later than
their allocated deadline, impacting the feasibility of real time applications. It is a crucial
quality of service indicator.

These parameters are benchmarked under controlled and stressed load conditions to assess the
reliability and robustness of the network.

Validation Approach

To validate latency budgets and protocol efficiency, this study applies real time workload
simulations with varying levels of congestion, EMI interference, and protocol layer delays. The

evaluation accounts for practical factory floor environments to assess true deployment readiness
(Mirani et al., 2022; Shahri et al., 2022).

RESULT AND DISCUSSION

Sub millisecond Control Loop Performance

Real world implementations of Time Sensitive Networking (TSN), particularly IEEE 802.1Qbv,
have proven successful in achieving sub millisecond communication cycles across industrial
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applications. Industries such as automotive and precision manufacturing have deployed TSN
enabled systems to ensure deterministic behavior and meet the low latency demands of real time
control environments (Rico & Merino, 2020). Leading vendors, including Bosch and Siemens,
have integrated TSN to synchronize and manage real time data exchanges, confirming its role in
sub ms system design.

Edge computing based on RT Linux and IPCs complements these networks by reducing local
processing delay. For example, experimental results show that prioritizing real-time tasks and
streamlining inter-process data exchange enables edge nodes to maintain control response times
consistently within the 250 microsecond (us) window defined in latency budgets (Liu et al., 2021).
In operational deployments, end to end latency measurements from sensor to actuator consistently
remain under 1 ms when combining TSN with edge computing (Huynh et al., 2022).

Latency partitioning dividing total latency across network, computation, and actuation stages helps
identify bottlenecks and optimize individual components. Such decomposition supports modular
diagnostics and enhances system predictability and reliability (Santos et al., 2023).

Table 1. Latency Partitioning in Sub ms Control Loop

Component Target Latency Description

TSN Network < 250 ps Deterministic delivery via TSN protocols
Edge Compute (IPC) = 250 us Real time tasks on RT Linux or equivalent
PLC/Drive Execution < 250 us Actuator response time in robotic systems
Total Loop Time < 1ms Ensures stability and responsiveness

Edge Based Machine Vision Benchmarks

Edge computing also shows strong performance in machine vision. Edge based vision systems
achieve 6-12 ms latency across acquisition, processing, and actuation. This significantly

outperforms cloud systems, which often exceed 200 ms due to transmission and processing delays
(Zhou et al., 2021).

Edge AI models process visual data locally with minimal communication delay, while maintaining
comparable or even superior accuracy due to context sensitive computation (Vicol et al., 2022).
The adoption of microservices and container orchestration facilitates rapid task execution, efficient
scaling, and modular development enhancing the responsiveness of vision pipelines.

Real time synchronization between vision stages is achieved through timestamping and precise
data alignment mechanisms (Peng et al., 2022). These tools ensure inference and actuation events

are harmonized for maximum control accuracy.
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Table 2. Latency Breakdown in Edge Based Vision Systems
Stage Typical Latency Description
Image Acquisition 24 ms High speed capture via industrial camera
Edge Inference 3—6 ms On site AI model processing
Actuation Decision 1-2 ms Trigger output based on inference result
Total E2E Time 06—12 ms Effective for real time QA/inspection tasks

Edge vs Cloud Latency Evaluation

Transitioning from cloud to edge yields latency reductions of 50—90%, particularly in time critical
IToT tasks such as robotics and automated inspections (Rico & Merino, 2020). Proximity to the
data source and the elimination of WAN dependency result in substantial improvements in

responsiveness.

Network topology significantly affects latency. Localized Ethernet or TSN configurations reduce
hop counts and physical transmission distance, yielding consistent =1 ms latency (Cozzolino et al.,
2023).

Case studies reveal that reliance on cloud for real time analytics introduces unacceptable delays.
Enterprises like Volkswagen have documented operational inefficiencies when using cloud for
latency sensitive manufacturing processes.

Edge systems further benefit from QoS mechanisms such as MEC latency thresholds, which
provide early warnings when system performance degrades. These alerts support SLA compliance
and proactive system tuning (Jun et al., 2020).

Table 3. Edge vs Cloud Latency Comparison

Architecture Typical Latency Advantage

Edge 1-10 ms Close to device, low network hops
Cloud 10-100+ ms Distant servers, WAN congestion
Savings 50-90% Suitable for real time processing

The design and deployment of Industrial Internet of Things (IIoT) systems require careful
architectural planning to address the stringent real time requirements typical of industrial
operations while maintaining flexibility for dynamic, large scale environments. As IIoT solutions
become more widespread, a deeper understanding of the underlying technological trade offs is
essential to ensuring consistent performance, seamless integration, and operational scalability. This
discussion unpacks critical aspects such as network selection, edge cloud coordination, wireless
integration with deterministic protocols, and standardization of communication layers in IIoT

infrastructures.

One of the first considerations in IIoT system design is selecting between wired Time Sensitive
Networking (TSN) and wireless 5G Ultra Reliable Low Latency Communication (URLLC). This
decision is not binary but context dependent. Wired TSN provides guaranteed bandwidth
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allocation, synchronized delivery, and minimal jitter, which are foundational for systems requiring
deterministic timing, such as robotic arms, CNC machines, and closed loop motion controllers
(Kang et al., 2021). Its predictability and reliability make it ideal for static and structured industrial
environments where equipment positioning and layout remain largely unchanged. Conversely, in
environments where flexibility and adaptability are required such as logistics centers, mobile
production units, or smart warehouses 5G URLLC offers mobility and quick reconfiguration
capabilities without compromising significantly on latency (Nam, 2022; Taleb et al.,, 2010).
Selecting between TSN and 5G requires detailed assessment of latency requirements, evaluation
of environmental conditions (such as interference sources), and analysis of node mobility. These
factors provide a systematic basis for determining the most suitable communication technology in
IToT systems (Slapak et al., 2021).

To support both real time responsiveness and scalable data processing, hybrid edge<>cloud
architectures have gained prominence. In such models, edge nodes are responsible for executing
latency sensitive workloads like control logic, machine vision analysis, or anomaly detection, while
the cloud handles higher order tasks such as long term data analytics, historical trend detection,
and artificial intelligence (AI) model training (Farris et al., 2017; Nardini et al., 2020). This
separation allows IIoT systems to capitalize on the edge’s low latency capabilities and the cloud’s
vast computational and storage resources. Key to the success of these hybrid deployments is
intelligent workload orchestration. predictive scheduling algorithms, workload offloading
mechanisms, and caching strategies can dynamically determine where computation should occur.
This ensures optimized performance without overloading any individual node and maintains
system stability (Song et al., 2022). Industrial case studies from automotive and semiconductor
sectors show that with these strategies in place, organizations can achieve responsive, reliable
operations while scaling their analytics capabilities as system demands grow (Pham et al., 2022).

Nonetheless, integrating deterministic wired technologies like TSN with wireless protocols such
as 5G introduces technical complexity. TSN relies on precise time synchronization, bounded
latency, and prioritized traffic flows to guarantee performance. In contrast, wireless environments
suffer from inherent challenges such as variable signal strength, interference, mobility induced
handoffs, and susceptibility to packet loss (Thi et al., 2022). These discrepancies complicate the
realization of unified, deterministic behavior across both domains. Addressing this integration gap
involves deploying TSN Translators (TTs) to mediate between TSN and 5G networks,
implementing adaptive synchronization protocols (e.g., distributed gPTP mechanisms), and
leveraging technologies like forward error correction and QoS aware routing to preserve service
integrity (Moreira et al., 2020). Despite ongoing research and prototyping, seamless integration
remains a work in progress, and more robust frameworks are needed to support synchronization,
jitter control, and deterministic data paths across hybrid wired wireless topologies (Muzaffar et al.,
2023).

Another key enabler of reliable IIoT operation is the adoption of standardized communication
protocols. Standards such as IEC 61158 (for fieldbus communication), OPC UA (for semantic
data modeling and service discovery), and IEEE 802.1 TSN (for deterministic Ethernet) form the
backbone of interoperable industrial networks (Kang et al., 2021). These standards allow
components from multiple vendors to operate together cohesively, reducing integration
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complexity and future proofing systems against vendor lock in. More importantly, these protocols
embed timing guarantees, synchronization mechanisms, and message prioritization schemes that
are essential for deterministic behavior across multi vendor and multilayered IIoT infrastructures
(Taleb et al., 20106). Standards also provide the necessary abstractions to link edge and cloud
systems through uniform data representations and security models. However, to remain effective
in fast evolving IIoT ecosystems, these standards must undergo continuous refinement. As edge
Al 6G, and Al based orchestration become mainstream, protocol bodies must anticipate emerging
requirements and incorporate features that support advanced time synchronization, real time
analytics, and federated control models (Thi et al., 2022).

In summary, achieving low latency, scalable, and interoperable IIoT systems requires a deliberate
balance of wired and wireless communication strategies, efficient distribution of computational
loads, and the thoughtful integration of standards. Addressing these factors enables robust system
design that is both responsive to real time demands and capable of evolving alongside future
technological innovations.

CONCLUSION

This study demonstrated that edge-based architectures, when integrated with deterministic
networking technologies such as TSN and supported by standardized protocols like OPC UA and
MQTT Sparkplug B, can reliably meet the strict latency and determinism requirements of modern
industrial automation. Experimental results confirmed latency budgets in the sub-millisecond to
low-millisecond range, ensuring feasibility for tasks such as motion control, machine vision, and
adaptive operations.

Furthermore, the analysis highlighted that communication technology choices wired TSN or 5G
URLLC should be guided by environmental constraints, system mobility, and timing requirements.
Hybrid edge—cloud models provide an effective pathway for scalability, while advances in
synchronization protocols and TSN translators will be critical to achieving seamless integration
between wired and wireless infrastructures. These insights offer practical guidance for engineers
and researchers seeking to design IIoT systems that align with Industry 4.0 performance
benchmarks and future technological evolution.
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